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Abstract
Public trust in agricultural biotechnology organizations that produce so-called ‘genetically-modified organisms’ (GMOs) is affected by misinformed attacks on GM technology and worry that producers’ concern for profits overrides concern for the public good. In an experiment, we found that reporting that the industry engages in open and transparent research practices increased the perceived trustworthiness of university and corporate organizations involved with GMOs. Universities were considered more trustworthy than corporations overall, supporting prior findings in other technology domains. The results suggest that commitment to, and communication of, open and transparent research practices should be part of the process of implementing agricultural biotechnologies.
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Introduction
On July 29, 2016, U.S. President Barack Obama signed a bill directing the Secretary of Agriculture to establish a national, mandatory bioengineered food disclosure standard, mandating the labeling of foods containing genetically modified ingredients. The enactment of the bill marked the latest step in an often contentious debate involving agribusiness, interest groups, scientists, legislators, and the public since the first genetically modified food products were approved by the Food and Drug Administration in the early 1990s [Lang and Hallman, 2005].

The Bioengineered Food Disclosure Standard requires that manufacturers disclose whether their food products contain any “bioengineered”, or genetically modified, ingredients. What qualifies as “genetically modified” and what term ought to be used to describe it (e.g., GMO, genetically engineered, bioengineered, etc.) is an issue that the United States Department of Agriculture (USDA) is currently working to resolve [Hallman, 2018]. As described by Tagliabue [2016], the colloquial term “GMO” is imprecise and could refer to a number of items (food products, crops, and others) created through a number of processes (e.g.,
transgenesis, gene editing). There is no “common denominator” for the term [Tagliabue, 2016]. Instead, the term GMO is a cultural construct that is tied up with issues of safety, human rights, environmental protection, purity, fair trade, naturalness, and morality [Johnson, 2015; Scott, Inbar and Rozin, 2016].

Meanwhile, despite the fact that people know little to nothing about bioengineered foods and cannot articulate what “GMO” means [Hallman, Cuite and Morin, 2013; Hallman, 2018], the term “non-GMO” is being used to market products to consumers, and these non-GMO products are one of the fastest growing segments of the food market [Bain and Selta, 2017]. In fact, many companies, such as Whole Foods,1 Ben and Jerry’s,2 and Chipotle3 are all jumping on the values-based marketing bandwagon not only to label foods as non-GMO or GMO-free, but to completely eliminate “GMOs” from their product lines. Companies that have not eliminated “GMOs” from their products are increasingly implementing efforts to boost transparency about the use of GM ingredients (in part to fulfill the Federal disclosure standard), resulting in statements on the SmartLabel.org website, under a tab specifically marked “GMO disclosure” (see for example: http://smartlabel.generalmills.com/16000427310). The disclosure in the example states the following:

This product includes ingredients sourced from genetically engineered (GE) crops, commonly known as GMOs. Farmers use GE seed to grow the vast majority of corn, soy, canola, and sugar beets in the U.S., and those ingredients, or ingredients made from these crops, are in 70 percent of foods on U.S. grocery store shelves.

Despite its scientific ambiguity and because of its social relevance, we use the terms GMO, GM foods, and GM ingredients in the current study as “catch all” terms for the products of modern agricultural biotechnology that are under scrutiny amongst some segments of the public for the perceived conflict (whether real or imagined) between the processes used to create these products and public values. After all, this study is not one about GM technology or products specifically, but one about how they and the companies that produce them are perceived in the minds of the public. Specifically, in a novel experiment, we examine whether disclosing to the public that the organizations engage in open and transparent research practices will increase public perception of those organizations trustworthiness.

Public input and responsible innovation

Incorporating public values into the process of new technological development and policy-making is reflective of steps toward responsible innovation [see e.g., Taebi et al., 2014; also Guston et al., 2014]. Though the underlying concepts of responsible innovation (e.g., anticipation of social, ethical and legal implications; moving beyond just engaging expert stakeholders to include the wider public; [Stilgoe, Owen and Macnaghten, 2013] ) seem worthy of automatic acceptance to many

---

1http://www.wholefoodsmarket.com/our-commitment-gmo-transparency
2https://www.benjerry.com/values/issues-we-care-about/support-gmo-labeling/our-non-gmo-standards
3https://www.chipotle.com/gmo
[Guston, 2015], there is ongoing discussion among scholars and policy makers about whose opinion about a given technology matters and when [Taebi et al., 2014].

The implementation of responsible innovation is often complicated by values divides among stakeholder groups, such as researchers and the public or even divisions among different researchers and different publics. These differences can lead to a societal-level rejection of applications that researchers might find beneficial. For instance, societal-level debate continues over embryonic stem cell research. Whereas scientists value the potential of stem cell research to help cure disease, certain publics reject this research due to the perceived moral implications of destroying human embryos.

In some cases, however, differences in stakeholder sentiment is not reflective of inherent values differences but of unwarranted fears and misconceptions. Before knowledge can accrue about new technologies’ genuine risks and benefits, public sentiment toward those new and unfamiliar technologies can be swayed by emotionally-charged campaigns (e.g., “Frankenfood”; [Welchman, 2007] ). As such, one challenge for industries that wish to engage in responsible innovation is determining how to overcome the barriers and biases that prevent individuals from forming beliefs based on the best available evidence. Doing so can involve pinpointing and addressing the source(s) of misinformation and the unfounded fears.

In this research, we examine one potential source of unfounded public fears about GMOs. Scientists generally agree that the GMOs that are currently on the market are as safe for human consumption as more conventionally-developed crops and that any regulation should focus on the products and not on the process used to create those products [NASEM, 2016b]. One reason the public may be skeptical about the safety of these products, at least in part, is because much of the data comes from the organizations that stand to profit from these products. This conflict of interest may reduce the public’s trust in the credibility of any results that are supportive of the technology.

**Trustworthiness**

When people are unable to judge the quality of information about highly specific scientific domains, as is the case with various emerging technologies [Hardwig, 1985; Hendriks, Kienhues and Bromme, 2016; Siegrist, 2000], they tend to rely, instead, on their assessments of the originator’s trustworthiness; or the extent to which they perceive relevant stakeholders as having topical knowledge (e.g., expertise) and positive motivations, such as putting public welfare before their own interests [e.g., Fiske, Cuddy and Glick, 2007; Hovland, Janis and Kelley, 1953; Landrum, Eaves and Shafto, 2015]. There are a variety of stakeholders for whom consumers’ perceptions of trustworthiness affect views of the research, development, production, and sale of GMOs. These include specific individuals, specific organizations, and the broader context in which transactions are taking place [Grayson, Johnson and Chen, 2008].

For instance, consumers may mistrust the government regulatory processes implemented to determine the safety of any GM products [Gutteling et al., 2006]. A
recent survey found that about half of individuals surveyed expressed skepticism about federal regulatory agencies’ (e.g., USDA, FDA) abilities “to provide impartial and accurate findings on the safety of genetically engineered or modified crops”; only 42% of survey respondents reported “a great deal” or “a fair amount” of trust, whereas 55% reported “just some” or “very little” trust [APPC & Pew Research Center, 2015].

Conflicts of interest

In addition to skepticism toward regulators, consumers are often skeptical toward individuals and organizations that have a financial stake in the success of research outcomes. For instance, when participants were asked about their overall impression of Monsanto, an agriculture corporation known for making GM products, 43.1% offered an unfavorable opinion compared with only 20.6% reporting a favorable one [APPC & Pew Research Center, 2015]. In comparison, when asked their opinion about the USDA, 30.4% of participants reported having an unfavorable opinion and over 70% of participants expressed a favorable one.

Research has demonstrated that people are less trusting of research from for-profit corporations than from non-profit ones such as universities [eg., Critchley, 2008; Critchley and Nicol, 2011; Lang and Hallman, 2005], presumably because of the potential for conflicts of interest. Thus, it is unsurprising that when corporate funding is involved, even university research can lose credibility. These concerns can be intensified by media coverage of such cases.

In September of 2016, for instance, a review article published in the internal medicine division of the Journal of the American Medical Association revealed the previously undisclosed fact that the sugar industry had funded decades-old Harvard research that downplayed sugar’s contributing role to coronary heart disease and instead stressed the role of fats [Kearns, Schmidt and Glantz, 2016]. This revelation received extensive media attention [Bailey, 2016; Domonoske, 2016; O’Connor, 2016; Shanker, 2016; Sifferlin, 2016], with articles calling the situation a “scandal” and highlighting other instances of questionable industry-funded research [Rodman, 2016; Schumaker, 2016]. A statement from the Sugar Association in response to the findings said that the sugar industry “should have exercised greater transparency in all of its research activities” [O’Connor, 2016].

Such exposures, of course, fuel public skepticism about corporate-funded research. This is particularly evident in reports about the safety of GMOs for human consumption. A panel of scientists convened by the National Academies of Sciences, Engineering, and Medicine, for example, stated in a recent consensus report that the GM products currently on the market are as safe for human consumption as their non-GMO counterparts [NASEM, 2016b]. In response, anti-GMO activists and others questioned the credibility of the panel, stating that...
some on it had unreported financial conflicts of interest, such as having received research funding from corporations and holding a patent on GM technology [e.g., Krimsky and Schwab, 2017].

In many situations, it is impossible for financial conflicts of interest to be completely absent. After all, the groups most willing and able to fund such work are often those who desire the products of such research to succeed. With this in mind, the National Academies rigorously screens potential panelists, excluding top experts who have conflicts of interest whenever possible. When it is not possible, the National Academies reports existing conflicts of interest that meet specific criteria (e.g., when equity holdings are greater than $10,000). An official from the National Academies reported that of the almost 5,500 experts they used as panelists in 2016, only 14 had what the Academies considered a relevant conflict [Basken, 2017]. Furthermore, to counteract any potential effects of conflicts of interest on the final reports, the reports undergo a thorough, iterative peer-review process. Kathleen Hall Jamieson, a reviewer on the NASEM report (and an author on this paper) said “they review things all but to death” [Basken, 2017].

**Coping with conflicts of interest**

In agricultural biotechnology, as in the pharmaceutical and nanotechnology research sectors, there is a clear and necessary role for private corporations — namely, investment — particularly as federal funding wanes. Such funding hastens knowledge production and accelerates product development [Chalmers and Nicol, 2004; Critchley, 2008]. However, by their nature, these investments also create conflicts of interests, and with them the worry that such conflicts cause researchers to overstate the benefits and understate the risks of any particular product or technology. Accordingly, when university researchers engage in collaborative efforts with industry partners, or when corporations hire their own researchers to test the safety of products, questions are raised about the reliability and full disclosure of all results [DeAngelis, 2000; Myhr and Traavik, 2003; Diels et al., 2011, also see].

More research ought to focus on determining the best ways to limit the influence of conflicts of interest on research outcomes themselves, beyond simply reporting the fact that such conflicts exist. Although many research institutions have implemented conflict of interest reporting policies to reveal when research is industry-funded [Gurney and Sass, 2001], such measures are not sufficient to reassure the public that there are measures in place to help thwart bias. In other words, although reporting such conflicts of interest demonstrates transparency, it likely does little to increase consumer confidence in the trustworthiness of the findings. Instead, highlighting conflicts of interest likely provides consumers with more reason to question research findings, thus reinforcing antagonistic attitudes.

Incorporating a program to help mitigate potential effects of conflict of interest is comparable to implementing safe-by-design (or prevention through design) practices. In the responsible innovation literature, “safe by design” highlights the need to limit (and the benefit of limiting) any potential hazards during the design process [e.g., Baram, 2007]. By building methods of combatting negative effects of research bias into the process of evaluating new products and technological methods, we can limit negative effects of human error [e.g., Wilpert, 2007].
Implementing research standards that hold researchers accountable for the full disclosure of results, is one potential method of combatting human bias that can be built into the system of designing GM products. Moreover, disclosing such research standards to the public may help to increase public perceptions of the organizations’ trustworthiness. One set of standards is telegraphed by the terms “open and transparent research practices” [Alberts et al., 2015; Nosek et al., 2015]. These practices have recently been gaining traction as a way to thwart similar biases in academic research [Nosek et al., 2015].

Open and transparent research standards

In research, a number of processes may lead to overestimation of the strength and robustness of research findings. For one, studies that find a “significant” effect are more likely to be submitted and accepted for publication than are those that do not find such an effect (i.e., publication bias). Moreover, researchers may engage in selective analysis, changing their hypotheses after the fact to find support (i.e., “hypothesizing after the results are known”; [Kerr, 1998]) or attempting many analyses but report only the ones finding the desired result (“p-hacking”; [Simmons, Nelson and Simonsohn, 2011]). In addition, mistakes may occur in data entry, cleaning, or analysis, and when raw data remain the exclusive property of the original laboratory, these mistakes may not be detected or corrected.

To address these problems, a number of open and transparent research standards have been developed. To prevent publication bias, some journals have adopted the “registered report” format for academic articles. In a registered report, peer reviewers evaluate and accept an article on the basis of its methods; once accepted, the research is performed and published regardless of the statistical significance of its results. Similarly, to prevent selective analysis, researchers can “preregister” a set of intended primary analyses before conducting a study or experiment. This prevents researchers from changing the hypotheses, analyses, or outcomes to try to find support for a preferred conclusion. Finally, the open sharing of data facilitates scrutiny across laboratories, enabling additional layers of error detection and correction [see: COS, 2016].

Free online tools for preregistration and data-sharing are provided by the Center for Open Science, a non-profit organization. In addition to building and maintaining such tools as the Open Science Framework [Spies, 2013], the Center for Open Science organizes collaborative projects between researchers in order to conduct research in a transparent way that minimizes opportunities for biases caused by self-interest.

In theory, the same principles could be applied to the corporate world, particularly when reporting the results of safety testing. If corporations engaged in some variant of open and transparent research practices when conducting and reporting the results of safety tests, then checks and balances would be in place to ensure that research does not suffer from the negative effects that can result from conflicts of interest. Indeed, the presence of such checks and balances seems to have strong effects on reported research. For instance, in the year 2000, the U.S. National Institutes of Health required that all large randomized clinical trials preregister their outcomes and analyses. Since that time, such trials are more likely to report...
null or negative, rather than positive results. Prior to these regulations, 17 out of 30 randomized clinical trials reported significant benefits; after these regulations, only 2 out of 25 reported significant benefits [Kaplan and Irvin, 2015]. Thus, open and transparent research practices appear to reduce the influence of conflicts of interest.

Experiment aims

Ensuring that the research on the safety of GMOs is actually trustworthy (i.e., is conducted responsibly and is replicable and reproducible) is important. However, when study results are trustworthy, how do we reassure the general public that is indeed the case?

Related work by Dixon and colleagues has shown that transparency in describing how an organization came to a decision and highlighting that public input was elicited can increase public support for policy decisions regarding GM technology [Dixon et al., 2016]. We, in contrast, examine the influence of another type of transparency on public confidence; that is, does describing the fact that an organization engages in open and transparent research practices increase public trust? As stated earlier, there has been little work on how to address the lack of trust in research funded by corporations that stems from conflicts of interest (beyond simply reporting it). Similarly, it is not known whether making research practices more transparent and communicating said transparency might promote trust among non-expert publics. Our experiment is novel in that it addresses these open questions.

Specifically, this experiment examines the effects of organization type (university versus corporation) and the disclosure of open and transparent research practices (versus “business as usual” practices) on public perceptions of trustworthiness of the organizations and researchers examining and developing GMOs. Prior survey work has shown that the public has greater confidence in universities than in corporations when issues involving researching and regulation of GMOs are at play [e.g., Lang and Hallman, 2005], and experimental work has shown that participants trust universities more than industry (and industry-funded organizations, [Critchley, 2008; Critchley and Nicol, 2011]). Therefore, we predict that

**H1.** Universities will be perceived as more trustworthy than corporations when it comes to researching and developing GMOs.

Moreover, we hypothesize that the members of the public will recognize that open and transparent research practices can hold organizations more accountable for reporting findings objectively, leading to our prediction that

**H2.** Organizations described as engaging in open and transparent research practices will be perceived as more trustworthy than organizations not described in this way.

Importantly, other heuristics are also likely to influence trustworthiness evaluations of these organizations and their researchers. For example, research that supports
one’s views is often seen as more trustworthy than that which challenges them (e.g., motivated reasoning, confirmation bias,myside bias; [Baron, 2000; Koehler, 1993; Kunda, 1990; MacCoun, 1998] ). Accordingly, members of the public who hold strong anti-GMO attitudes are not likely to trust organizations using that technology, regardless of the type of sponsoring organization or whether that organization engages in open and transparent research practices. Thus, we predict that:

\textbf{H3.} Negative attitudes towards GMOs will be negatively associated with perceptions of trustworthiness.

To examine these hypotheses, we conducted an online experiment. Prior to data collection, we preregistered the experiment design and our hypotheses with the Center for Open Science using their Open Science Framework (see https://osf.io/6pwrz/).

\section*{Method}

\subsection*{Sample}

Participants for this experiment were part of a consumer panel recruited by Research Now. See appendix A for information on the recruitment, compensation, and exclusion of panel participants. The final sample consisted of 1097 participants. This sample was demographically and ideologically diverse and comparable to many nationally-representative surveys in terms of age and gender. Participants ranged from 18 to 88 years old (median = 48 years, mean = 47.39). About 48.9% identified as male, 51.0% identified as female, and two participants declined to provide gender. Sixty-five percent (65.6%) identified as white, non-Hispanic, 14.2% identify as black or African-American, 8.7% identify as Latino/Hispanic, and 7.8% identify as Asian. Regarding political affiliation, 47.4% reported being Democrats or leaning toward supporting the Democratic Party, 35.5% said they were Republicans or leaned toward supporting the Republican Party, and 13.3% identified as strictly independent. Regarding ideology, 35.3% saw themselves as very or somewhat liberal, 34.0% identified as moderate, and 30.7% identified as very or somewhat conservative. Importantly, these demographic variables did not vary significantly across the experimental conditions. See appendix B.

\subsection*{Experiment Design}

Participants were randomly assigned to one of six conditions. In each, subjects read a press release\textsuperscript{6} from an organization describing its research activities. Organization and research practices varied by condition. In the control condition,\textsuperscript{6} Press releases often are intended for journalists, not the public. Instead, members of the public read the articles composed by journalists based on the press releases. In this sense, our experimental design is somewhat artificial. However, we wanted to provide participants with a much shorter passage to read than an article that also clearly identifies the organization involved. We also wanted to remove any intermediary, as adding a journalist or media channel adds another source to be evaluated, and thus could complicate interpretation of our results. We thought that a shortened press release was the best way to achieve our objectives.
subjects read a press release about a baseball research society’s upcoming conference. In the real corporation condition, participants read about a real corporation engaging in business-as-usual research practices. This organization was Monsanto, a recognizable agricultural corporation known for researching and developing GMOs.\textsuperscript{7,8} The four remaining conditions were designed as a 2 (Organization: university agricultural department vs. novel corporation) × 2 (Research practices: baseline vs. open and transparent) experimental design.

The press releases used in the four main experimental conditions were based on the material from the original press release used in the real corporation condition. There were two manipulations in each press release: the organization type and its research practices. For all of the conditions except the baseball-control condition, the press release announced that an organization developed a new type of soybean that benefits the consumer by offering an improved nutritional profile.

In the two novel corporation conditions, the press release was designed to look as if it came from an agricultural corporation called “Virens”, a company that we fabricated for the purpose of this study. In the two university agricultural department conditions, the press release was designed to look as if it came from the University of Pennsylvania College of Agriculture and Life Sciences, a department which does not exist.

The press release also included a “research practices” section. In the baseline conditions (including the real corporation condition; i.e., condition 5), the research practices section had text from the real corporation’s website:

\[\text{[Organization Name] pledges to take responsibility in achieving results. This pledge includes:} \]
\[\hphantom{\text{[Organization Name] pledges to take responsibility in achieving results. This pledge includes:}} \]
\[\hphantom{\text{[Organization Name] pledges to take responsibility in achieving results. This pledge includes:}} \]
\[\text{– Building strong relationships with our external partners;} \]
\[\text{– Making wise decisions; and} \]
\[\text{– Taking responsibility for achieving agreed-upon results.} \]

\[\text{“Our research and development team is dedicated to developing seeds that make growing vegetables easier for farmers, while also meeting the needs of everyone in the produce chain – including retailers, food service, and consumers.”} \]

In the two open and transparent conditions, the research practices section included text we drafted based on information from the Center for Open Science on open and transparent research practices.

\[\text{[Organization Name] now partners with the Center for Open Science (COS), a non-profit dedicated to fostering the integrity and reproducibility of scientific research. As a part of this partnership, [organization] has adopted COS research guidelines. We now:} \]

\textsuperscript{7}The press release material for Monsanto was constructed from real press release material, but was shortened so that the length matched the other conditions and to increase the likelihood that participants read the press release.

\textsuperscript{8}A survey from the Pew American Trends Panel shows that close to 70% of participants have heard of Monsanto [APPC & Pew Research Center, 2015].
– Pre-register our research studies (reporting in advance what we plan to do);
– Make our data available to the public; and
– Explain all of our methods for analyzing data.

“These guidelines are aimed at making sure our research upholds the values of scientific integrity. We pledge to make information available, accessible, and understandable.”

The sixth condition (baseball control), did not have any information about research practices. Instead, it discussed an upcoming convention, including a list of the scheduled speakers, the dates the convention was to be held, and the location of the convention. The control condition made it possible to determine whether the GMO knowledge and attitudes measures (which occurred after the manipulation) were influenced by the manipulations (the press releases) that discussed GMOs. See appendix C for comparisons of GMO items across conditions. Appendix D contains press releases used in the experiment.

Dependent variables

Our study aimed to examine the influence of our manipulation on how trustworthy participants found the organization and its researchers to be. We want to highlight that we are not measuring consumers demonstrations of trust (e.g., behaviors such as the purchasing of products), but their perceptions of the organization and its researchers’ trustworthiness. We operationalized trustworthiness in four ways: explicit ratings of organization credibility (e.g., “how credible do you find…”), ratings of researcher credibility (with subscales of trusting researchers to have positive intentions, i.e., “benevolent”, trusting researchers to have expertise, i.e., “competent”, and not trusting researchers, or being skeptical of them), rankings of perceived researcher knowledge, and rankings of perceived researcher ethics. These ways of operationalizing trustworthiness are based on prior research by Critchley [2008] and theories of epistemic trust, credibility, and dimensions of social cognition [Fiske, Cuddy and Glick, 2007; Landrum, Eaves and Shafto, 2015; Pornpitakpan, 2004]. We describe these variables in more detail below.

Organization credibility. Our first measure of trustworthiness, organization credibility, was created by combining two ratings of organization credibility on scales from 0 to 100 into an averaged index. The first item asked how credible the research is that comes from the organization ($M = 60.28$, $SD = 24.14$) and the second asked how credible the organization itself is ($M = 59.79$, $SD = 25.76$). The two items were highly correlated ($r = .866$, $p < .001$) and showed similar relationships to education, familiarity with GMOs, and perception of GMO safety.

Researcher credibility. Our second measure of trustworthiness was created using a researcher credibility scale that we adapted from Critchley [2008]. Each item was rated on a scale from 1 to 6, where 6 indicates higher agreement. See appendix D. A factor analysis revealed three primary factors consistent with Critchley [2008]: one reflected participants’ trust that researchers are competent (e.g., researchers are very knowledgeable about their areas of expertise), one reflected participants trust that researchers are benevolent (e.g., researchers consider how their research influences the health and well-being of the American public), and the third
Table 1. Rankings for each of the organization types (excluding the test organization) collapsed across condition. Note that participants in the control condition did not see this item. The mean ranking (not the reverse coded score) is shown in parentheses.

<table>
<thead>
<tr>
<th>Median Ranking</th>
<th>Knowledge</th>
<th>Ethics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>Scientific Organizations ($M = 3.14$)</td>
<td>Scientific Organizations ($M = 3.27$)</td>
</tr>
<tr>
<td>2nd</td>
<td>University Ag Departments ($M = 3.44$)</td>
<td>University Ag Departments ($M = 3.42$)</td>
</tr>
<tr>
<td>3rd</td>
<td>Regulating Agencies ($M = 3.49$)</td>
<td>Non-Profit Organizations ($M = 3.47$)</td>
</tr>
<tr>
<td>4th</td>
<td>Non-Profit Organizations ($M = 4.19$)</td>
<td>Regulating Agencies ($M = 3.62$)</td>
</tr>
<tr>
<td>5th</td>
<td>Agricultural Corporations ($M = 4.43$)</td>
<td>Anti-GMO Advocacy Groups ($M = 4.67$)</td>
</tr>
<tr>
<td>6th</td>
<td>Anti-GMO Advocacy Groups ($M = 5.00$)</td>
<td>Agricultural Corporations ($M = 5.05$)</td>
</tr>
<tr>
<td>7th</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

reflected participants’ skepticism towards researchers (e.g., researchers are primarily motivated by financial interests). We used the items that loaded onto each factor to create an averaged index of each factor: trustworthiness: competence ($M = 4.68, SD = 0.85$); trustworthiness: benevolence ($M = 4.25, SD = 1.06$); and Skepticism: not trustworthy ($M = 3.39, SD = 0.96$). For the two trust scales, higher scores indicated more perceived trustworthiness, and for the skeptical scale, higher scores indicate less perceived trustworthiness (more skeptical).

**Researcher rankings.** Our third and fourth measures of trustworthiness were obtained by asking subjects to rank a set of 7 organizations (one of which was the test organization) on how knowledgeable the researchers are when it comes to research about GMOs (knowledge ranking) and how ethical the researchers are when it comes to research about GMOs (ethics ranking). The other organizations listed were scientific organizations (e.g., the National Academies of Science), non-profit organizations, university agricultural departments and research centers, anti-GMO advocacy groups (e.g., Non-GMO project, Organic Consumers Association), regulating agencies (e.g., the Food and Drug Administration), and agricultural corporations (e.g., DuPont, Syngenta). Note that the lower the number, the higher the ranking, such that 1 = top-ranked and 7 = bottom-ranked. See Table 2 for the mean and median rankings collapsed across condition. However, for our regression analysis, we reverse coded the rankings into scores (e.g., converted a ranking of 1 to a score of 7 and, conversely, a ranking of 7 to a score of 1) so that the direction of the relationships would be more intuitive — higher scores indicate greater perceived trustworthiness. These two rankings — knowledge and ethics — served as our dependent variables for further analyses.

Our third hypothesis involved examining how attitudes toward GMOs influenced trust. Thus, we included a series of items aimed to measure attitudes towards GMOs, participant policy positions regarding GMOs, and knowledge about GMOs. See appendix C. For the attitude items, we asked participants whether they perceived GMOs to be safe where 4 was “GMOs are as safe as conventional crops” and 0 was “GMOs are NOT as safe as conventional crops” ($M = 1.94, Med = 2.0, SD = 1.19$). We also asked participants a series of risk and benefit items. These items were combined into an averaged index of GMO risk perceptions ($M = 1.32,$
$Median = 1.25, SD = 0.55$) and an averaged index of GMO benefit perceptions
($M = 1.31, Median = 1.25, SD = 0.56$), both of which were on a scale from 0.25 to
2.25. We also asked participants whether they purposefully avoid eating GMOs
(34% agreed).

Regarding participants’ GMO policy positions, we asked participants whether
GMO technology should be (a) banned in all circumstances, (b) banned for making
food items, but allowed for making non-food items, or (c) should not be banned.
We recoded this into two variables: one representing whether the participant
believes in banning all GM technology (10.8% of the sample) and one representing
whether the participant believes in banning GM food only (40.8% of the sample).
We also asked participants whether GMOs should be labeled (about 90% agreed)
and whether GM technology should be regulated (85% agreed).

Regarding participants’ knowledge about GMOs, we asked how much they would
say that they have heard or read about GMOs on a scale from 1 (not very much at
all) to 5 (a great deal; $M = 3.11, SD = 1.11$). We also asked participants which best
describes the process used to create GMOs. About 10% thought the description of
mutagenesis best described genetic-modification process, about 45% thought that
gene-editing best described the genetic-modification process, and the remaining
either chose cross-pollination (16%) or said that they did not know (27.4%). We
dummy coded the variable so that we had a variable for those who thought it was
the description of mutagenesis and one for those who chose the description of
gene-editing.

Importantly, although we asked these items after the experimental manipulation
(so we would not influence participants’ responses to the trust items by priming
them to think about their views toward GMOs), we did not expect that knowledge
about and attitudes toward GMOs would vary based on our experimental
manipulation. To test this, we compared each of the knowledge and attitudes items
across the six conditions, which included the baseball control condition. No
condition varied significantly from the baseball condition, for which participants
were not primed to think about GMOs prior to answering the knowledge and
attitudes questions. These analyses are reported in appendix C with the description
of each of the items.

**Results**

We used hierarchical ordinary least squares (OLS) regression models to separately
test the effect of our experimental manipulation as well as the influence of
attitudes, policy positions, and beliefs about GMOs on each of the dependent
variables. In hierarchical OLS, the independent variables are entered in blocks in
order to examine their relative explanatory power. We entered our independent
variables in the following blocks:

**Block 1.** Organization type (university = 1; corporation = 0);

**Block 2.** Research practices (open & transparent = 1; baseline = 0);

**Block 3.** Attitudes towards GMOs (views about the safety, risks, benefits, and
avoidance of GMOs);

---

9We excluded the sixth baseball control condition from this analysis.
**Block 4.** GMO policy positions (banning GM technology, banning GM food, labeling GMOs, regulating GMOs);

**Block 5.** Knowledge about GMOs (familiarity, process: gene editing, process: mutagenesis, and identification of consensus); and

**Block 6.** Interaction effect between organization type and research practices.

See Table 2 for the results from the regression analyses.

**Effects of experimental manipulations.** As hypothesized (H1), we found a significant effect of organization type for each of the dependent variables, such that participants who read about the university agricultural department found the organization to be more trustworthy than participants who read about a corporation. We also found partial support for our second hypothesis (H2). Overall rating of organization trustworthiness, rating of skepticism towards researchers, and the relative rankings of knowledge and ethics varied such that organizations that were described as engaging in more open and transparent research practices were seen as more trustworthy. However, the use of such research practices had no significant effect on ratings of researchers’ competence and benevolence.  

![Figure 1](https://doi.org/10.22323/2.17020204)  

**Figure 1.** Effect of research practices and organization type on perceived organizational trustworthiness (the first DV). The interaction between research practices and organization type is not significant. Marginal means are displayed. Note that the y-axis is truncated; ratings could range between 0 and 100.

---

10Note that because we are reporting the final betas, these results for the experimental manipulations control for the effects of GMO attitudes, policy positions, and knowledge.
Table 2. Results from regressions. Final betas (standardized) displayed. Note that Knowledge Ranking and Ethics Ranking were reverse coded so negative relationships indicate lower trustworthiness and positive relationships indicate greater trustworthiness.

<table>
<thead>
<tr>
<th></th>
<th>Rating of Org Trustworthiness (Final ( \beta ))</th>
<th>Rating of Researchers Trust: competence (Final ( \beta )), benevolence (Final ( \beta )), Skepticism (Final ( \beta ))</th>
<th>Ranking of Researchers Knowledge (Final ( \beta )), Ethics (Final ( \beta ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block 1: organization Type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University (org)</td>
<td>0.15***</td>
<td>0.08* 0.17***</td>
<td>0.16*** 0.24***</td>
</tr>
<tr>
<td>Incremental ( R^2 ) (%)</td>
<td>3.40***</td>
<td>0.88** 4.03*** 1.96***</td>
<td>3.56*** 6.98***</td>
</tr>
<tr>
<td>Block 2: research Practices</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open &amp; Transparent (O&amp; T)</td>
<td>0.09**</td>
<td>0.03 0.04</td>
<td>0.07* 0.07*</td>
</tr>
<tr>
<td>Incremental ( R^2 ) (%)</td>
<td>0.84**</td>
<td>0.17 0.21</td>
<td>0.50* 0.28</td>
</tr>
<tr>
<td>Block 3: GMO Attitudes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Safety</td>
<td>0.15**</td>
<td>0.12** 0.18*** -0.01</td>
<td>0.09† 0.08†</td>
</tr>
<tr>
<td>Risks</td>
<td>-0.13***</td>
<td>0.01 -0.11** 0.20***</td>
<td>-0.16** -0.21***</td>
</tr>
<tr>
<td>Benefits</td>
<td>0.34***</td>
<td>0.32*** 0.40*** -0.25***</td>
<td>0.14*** 0.11**</td>
</tr>
<tr>
<td>avoid GM food</td>
<td>-0.06</td>
<td>-0.01 -0.05</td>
<td>0.02 0.01</td>
</tr>
<tr>
<td>Incremental ( R^2 ) (%)</td>
<td>26.63***</td>
<td>20.81*** 34.94*** 19.76***</td>
<td>9.05*** 11.44***</td>
</tr>
<tr>
<td>Block 4: GMO Policy Positions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ban all GM technology</td>
<td>0.05</td>
<td>-0.11** -0.04</td>
<td>0.09* 0.05</td>
</tr>
<tr>
<td>Ban just GM food</td>
<td>-0.00</td>
<td>-0.06 -0.03</td>
<td>-0.01 -0.04</td>
</tr>
<tr>
<td>Label GMOs</td>
<td>0.01</td>
<td>0.05 0.02</td>
<td>0.10** -0.02</td>
</tr>
<tr>
<td>Regulate GMOs</td>
<td>-0.02</td>
<td>0.02 0.02</td>
<td>-0.02 -0.02</td>
</tr>
<tr>
<td>Incremental ( R^2 ) (%)</td>
<td>0.25</td>
<td>1.36 0.19</td>
<td>0.26 0.98†</td>
</tr>
<tr>
<td>Block 5: knowledge about GMOs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Familiarity</td>
<td>-0.01</td>
<td>0.06† -0.07*</td>
<td>0.13*** -0.07* -0.08*</td>
</tr>
<tr>
<td>Process: genetic Engineering</td>
<td>-0.01</td>
<td>0.03 -0.05†</td>
<td>-0.04 -0.02</td>
</tr>
<tr>
<td>Process: mutagenesis</td>
<td>0.03</td>
<td>-0.01 0.04</td>
<td>0.06† 0.00</td>
</tr>
<tr>
<td>Consensus</td>
<td>0.03</td>
<td>0.06† 0.01</td>
<td>-0.05 0.01</td>
</tr>
<tr>
<td>Incremental ( R^2 ) (%)</td>
<td>0.22</td>
<td>0.92* 1.11**</td>
<td>2.23*** 0.61</td>
</tr>
<tr>
<td>Block 6: interaction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Org X O&amp; T</td>
<td>-0.03</td>
<td>-0.02 -0.01</td>
<td>0.03 0.03</td>
</tr>
<tr>
<td>Incremental ( R^2 ) (%)</td>
<td>0.06</td>
<td>0.05 0.00</td>
<td>0.06 0.07</td>
</tr>
<tr>
<td>Total ( R^2 ) (%)</td>
<td><strong>31.40</strong></td>
<td><strong>24.19</strong> <strong>40.48</strong> <strong>26.33</strong></td>
<td><strong>14.05</strong> <strong>20.58</strong></td>
</tr>
</tbody>
</table>

\( p < .10, \ *p < .05, \ **p < .01, \ ***p < .001 \)
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Effects of GMO attitudes. Attitudes toward GMOs also influenced perceptions of trustworthiness of the organizations research and developing GMOs (H3). Perceptions of risks and benefits influenced perceptions of trustworthiness in the anticipated direction: greater perceived risk predicted lower perceptions of trustworthiness and greater perceived benefits predicted greater perceived trustworthiness.\footnote{Perceptions of risk did not predict ratings of researchers’ competence, but did significantly predict all other dependent variables.} Beliefs about the safety of GMOs, on the other hand, only partially predicted trustworthiness: perception of GMO safety was positively associated with ratings of organization trustworthiness and ratings of competence and benevolence, was marginally positively associated with the ranking of researchers along knowledge and ethics, and was not significantly related to skepticism toward researchers.

Effects of GMO policy positions and knowledge. Results regarding GMO policy positions were mixed. Participants who would like to ban all GM technology or ban just GM foods were more critical (i.e., higher skepticism scores) of researchers developing GMOs. Policy positions on labeling and regulating GMOs, however, were not related to trustworthiness, potentially because there was not much variance in these positions. Similarly, knowledge about GMOs was also mostly unrelated to perceptions of trustworthiness. The exception is self-assessed familiarity: people who reported more familiarity with GMOs were also more skeptical of the researchers working on GMOs, less likely to rate those researchers as benevolent, and more likely to give the organization that they read about lower rankings (higher numbers such as 6\textsuperscript{th} and 7\textsuperscript{th} versus lower numbers like 1\textsuperscript{st} and 2\textsuperscript{nd}) in both knowledge and ethics.

Exploratory analyses

Although we found some support for the hypothesis that disclosing open and transparent research practices would increase trustworthiness, these findings were not very robust nor did they hold across all dependent variables. One reason that the effects of disclosing open and transparent research practices were not stronger may be a lack of public understanding of the benefits of open and transparent research practices. Although we described such practices in the press releases in a way that we hoped would make sense to the lay public, our sample may not have been sure what to make of this information. To gain a sense of what the sample knew about the ubiquity of such open and transparent practices, we asked participants the following two questions near the end of the experiment:

1. True or False (or Unsure): scientists are usually required to post their data publicly, so that it may be analyzed and checked by other scientists (ans: false); and
2. True or False (or Unsure): scientists are NOT required to specify what types of analyses they are going to do before collecting their data, which allows them to try several different options before reporting their results (ans: true).

Examining participants’ responses suggests that people are not really sure which practices are typical. Regarding the first item about data sharing, only 19.8\% of the
Figure 2. Percent of participants (N=1097) responding “True”, “False”, or “Unsure” to the two questions about open and transparent research practices. The answer to the top question (about open data sharing) is False, despite nearly 47% thinking it was true. The answer to the bottom question (about analysis transparency) is True, but the largest proportion of participants reported that they were unsure.

Discussion

Innovation of new GM products can incorporate responsible innovation practices in at least two ways. First, by incorporating public values when developing new technologies; and second, by incorporating safe-by-design practices into the development and testing of new GM products, such as those that can help mitigate the effects of human bias (e.g., conflict of interest).

Although public values should be taken into consideration when developing new technologies, to keep such discussions productive, stakeholders should focus on weighing different value perspectives and managing risk and not on disproportionate fears exacerbated by suspicion and misinformation. Otherwise, bending to unwarranted fears in the face of new technology less resembles responsible innovation than irresponsible enabling. Incorporating safe-by-design practices into the development of GM products may encourage more productive dialogue and remove reasons for suspicion that research on GMOs is negatively
influenced by conflicts of interest. Our study finds support for our hypothesis that one way to justifiably increase perceptions of trustworthiness of the researchers and organizations involved with GM technology is to report when they are engaging in open and transparent research practices.

Consistent with prior studies, the current study finds that people place greater trust in universities, as opposed to corporations, to provide credible, knowledgeable, and ethical research and development of GMOs. Additionally, open-science disclaimers in press releases may have a positive, albeit small and somewhat inconsistent, influence on perceived trustworthiness. In contrast, pre-existing attitudes toward the safety, risks, and benefits of GMOs were generally associated with the perceived trustworthiness (knowledge and ethical behaviors) of researchers.

Although open-science disclaimers did have some positive effects on trustworthiness, we were surprised that the effects were not larger. Two factors may have limited the influence of the open and transparent disclaimer. First, the disclaimer is small and resembles boilerplate press release material. Thus, it may not have sufficiently captured participants’ attention. Future research might examine the influence of more visually salient cues for open and transparent research, such as the badges designed by the Center for Open Science for attaching to research articles [COS, 2016]. Alternatively, future research should consider using a format more traditional for public consumption than a press release, such as a news article, print advertisement, or commercial. Second, our exploratory analyses suggest that participants may not be familiar with the distinction between open-practices and typical ones. A plurality of participants thought that data-sharing was already standard practice in research. Thus, the open and transparent disclaimer may have been interpreted as indicating “business as usual.” Additionally, the benefits of preregistration may still be unclear to respondents. The hazards of adjusting analysis plans after data have been collected and explored are likely too technical to be a primary cause of public distrust in corporations developing GMOs. Nevertheless, this research highlights a potential benefit of engaging in open and transparent research practices: an increase in public trust. In industries on which public opinion exerts considerable pressure on policymakers (e.g., agricultural biotechnology), an organization’s ability to innovate rests not only on the quality and benefits of the innovation, but on its ability to elicit public confidence [Hicks, 1995; Marcus, 2015].

The desirability of these open and transparent practices is well established. As noted by Marcia McNutt, former editor-in-chief of Science and current president of the National Academies of Science, Engineering, and Medicine, “Nothing matters more than a good reputation in science. Always take the high road and strive for openness and transparency” (Stanford Medicine News Center, 2016). Likewise, a recent report from the National Academies of Science, Engineering, and Medicine (NASEM) recommends that gene drive research embrace transparency as a crucial component of public engagement [NASEM, 2016a].

Although it is clear that open and transparent research practices pose challenges for corporate and corporate-sponsored research [e.g., Jasny et al., 2017], it may be possible to apply them to some types of research (e.g., safety testing), even if they reasonably cannot be applied to others (e.g., product development). Mars, Inc.,
maker of M&Ms and Wrigley’s gum, recently announced that they would not tie research funding to specific outcomes and support studies that can be published freely, regardless of its results [Prentice, 2018]. The Vice President of Public Affairs for Mars, Inc., stated that they “do not want to be involved in advocacy-led studies that so often, and mostly for the right reasons have been criticized” [Prentice, 2018].

Innovators in biotechnology areas must understand the societal implications of their research; developing and implementing these technologies will depend on productive dialogue with a wary public. Reporting the incorporation of openness and transparency into research practices can lend credibility and increase the likelihood that future research is perceived as responsible innovation rather than as industry advocacy.

Appendix A. Sample information and exclusion criteria

Participants for this experiment were recruited by Research Now (RN), an online data collection company, from their US Consumer panel. Data was collected between June 20 and June 27, 2016.

To compensate panel participants, RN uses an incentive-scale based on the length of the survey and the panelists profile. Panel participants that are considered “time-poor/money-rich” are paid significantly higher incentives per completed survey than the average panelist so that participating is attractive enough to be perceived as worth the time investment. The incentive options allow panel participants to redeem from a range of options such as gift cards, point programs, and partner products and services.

We requested a sample of 1200 participants. To obtain this sample, RN emailed 18,230 of their panelists; 1,761 opened the email, 1,659 started the survey, and 1,199 participants were coded as “completes”. Participants who were not coded as complete were not paid for and were excluded from the study.

In order to be coded as “complete” participant had to meet the following criteria.

First, we excluded participants who did not click through to the end of the survey (participants could skip questions they preferred not to answer them) and submit their responses (n = 346; remaining participants = 1,313).

Second, we excluded participants who were suspected of “speeding” through the survey (i.e., clicking random options to quickly get through the survey and receive their incentive payment). As the survey was designed to take 20 to 25 minutes, and the median response time was 20 minutes, participants who took less than 7 minutes (n = 58) were excluded and participants who took less than 10 minutes (but more than 7) and missed two or more of the reading check questions (n = 56) were also excluded from being coded as complete (remaining sample = 1,199).

When coding participants as “complete”, we did not take into account participants who took too long on the survey. Thus, 8 participants were excluded from the study who were 2 standard deviations above the average number of minutes spent taking the survey (Original Sample: Mean = 33.57 minutes, Median = 20.05 minutes, SD = 134.30). In addition, 94 participants in the two open & transparent conditions who missed the manipulation check item (i.e., recognizing that the
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organization engaged in open and transparent research practices) were also excluded. The final sample used for analysis consisted of 1097 participants.

Table 3. Conditions and experiment design with the number of participants in each condition reported.

<table>
<thead>
<tr>
<th>Research Practices</th>
<th>Organization Type</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>Novel Corporation</td>
<td>Condition 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n = 199</td>
</tr>
<tr>
<td>Open &amp; Transparent</td>
<td>University Ag Dept</td>
<td>Condition 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n = 200</td>
</tr>
<tr>
<td></td>
<td>Real Corporation</td>
<td>Condition 5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n = 201</td>
</tr>
<tr>
<td></td>
<td>Baseball</td>
<td>Condition 6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n = 210</td>
</tr>
<tr>
<td></td>
<td>Condition 2</td>
<td>n = 136</td>
</tr>
<tr>
<td></td>
<td>Condition 4</td>
<td>n = 151</td>
</tr>
</tbody>
</table>

Because random assignment does not guarantee that people of varying demographics will be evenly distributed amongst the conditions, we tested to ensure that each demographic variable did not vary amongst the six conditions. To do this, we used one-way ANOVAs to test the continuous variables (education, age, religion, ideology, and income) and chi-square analyses to test the binary variables (gender, Hispanic/Latino, black). No differences were found.

Table 4. Descriptive statistics for the continuous demographic variables.

<table>
<thead>
<tr>
<th></th>
<th>Cond 1</th>
<th>Cond 2</th>
<th>Cond 3</th>
<th>Cond 4</th>
<th>Cond 5</th>
<th>Cond 6</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (in years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>45.54</td>
<td>50.26</td>
<td>46.76</td>
<td>47.75</td>
<td>47.12</td>
<td>46.93</td>
<td>47.39</td>
</tr>
<tr>
<td><strong>Education (in years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>13.21</td>
<td>13.31</td>
<td>13.06</td>
<td>13.24</td>
<td>13.03</td>
<td>13.15</td>
<td>13.16</td>
</tr>
<tr>
<td>SD</td>
<td>1.80</td>
<td>1.80</td>
<td>1.90</td>
<td>1.80</td>
<td>1.76</td>
<td>1.94</td>
<td>1.83</td>
</tr>
<tr>
<td><strong>Income (in thousands)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>62.20</td>
<td>61.04</td>
<td>57.53</td>
<td>53.98</td>
<td>59.40</td>
<td>55.45</td>
<td>58.32</td>
</tr>
<tr>
<td>SD</td>
<td>43.23</td>
<td>43.16</td>
<td>38.44</td>
<td>40.27</td>
<td>38.02</td>
<td>37.31</td>
<td>39.95</td>
</tr>
<tr>
<td><strong>Religiosity (on a scale from 0 to 5)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>2.81</td>
<td>2.83</td>
<td>3.03</td>
<td>2.95</td>
<td>3.12</td>
<td>3.03</td>
<td>2.97</td>
</tr>
<tr>
<td>SD</td>
<td>1.67</td>
<td>1.71</td>
<td>1.64</td>
<td>1.72</td>
<td>1.69</td>
<td>1.70</td>
<td>1.69</td>
</tr>
<tr>
<td><strong>Ideology (on a scale from 1 to 5)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>2.90</td>
<td>2.95</td>
<td>2.96</td>
<td>2.81</td>
<td>2.98</td>
<td>2.88</td>
<td>2.92</td>
</tr>
<tr>
<td>SD</td>
<td>1.16</td>
<td>1.20</td>
<td>1.14</td>
<td>1.09</td>
<td>1.29</td>
<td>1.15</td>
<td>1.17</td>
</tr>
</tbody>
</table>
Table 5. Results from the one-way ANOVAs.

<table>
<thead>
<tr>
<th></th>
<th>Sum of Squares</th>
<th>df</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between</td>
<td>1,426.03</td>
<td>5</td>
<td>1.051</td>
<td>0.386</td>
</tr>
<tr>
<td>Within</td>
<td>296,066.99</td>
<td>1091</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>297,493.01</td>
<td>1096</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between</td>
<td>10.12</td>
<td>5</td>
<td>0.602</td>
<td>0.698</td>
</tr>
<tr>
<td>Within</td>
<td>3,667.53</td>
<td>1091</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>3,677.66</td>
<td>1096</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between</td>
<td>7,535.54</td>
<td>5</td>
<td>0.944</td>
<td>0.452</td>
</tr>
<tr>
<td>Within</td>
<td>1,477,066.42</td>
<td>925</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1,484,601.958</td>
<td>930</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Religiosity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between</td>
<td>13.65</td>
<td>5</td>
<td>0.962</td>
<td>0.440</td>
</tr>
<tr>
<td>Within</td>
<td>3,097.42</td>
<td>1091</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>3,111.07</td>
<td>1096</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ideology</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between</td>
<td>3.42</td>
<td>5</td>
<td>0.495</td>
<td>0.780</td>
</tr>
<tr>
<td>Within</td>
<td>1,446.06</td>
<td>1047</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1,449.48</td>
<td>1052</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Percentages for the binary demographic variables.

<table>
<thead>
<tr>
<th></th>
<th>Cond 1</th>
<th>Cond 2</th>
<th>Cond 3</th>
<th>Cond 4</th>
<th>Cond 5</th>
<th>Cond 6</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>50.3</td>
<td>50.7</td>
<td>50.3</td>
<td>55.6</td>
<td>52.2</td>
<td>47.6</td>
<td>51.0</td>
</tr>
<tr>
<td><strong>Hispanic or Latino</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>6.0</td>
<td>8.8</td>
<td>11.5</td>
<td>9.3</td>
<td>7.5</td>
<td>9.0</td>
<td>8.7</td>
</tr>
<tr>
<td><strong>Black or African American</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15.6</td>
<td>15.4</td>
<td>16.0</td>
<td>16.6</td>
<td>16.9</td>
<td>14.3</td>
<td>15.8</td>
</tr>
</tbody>
</table>

Table 7. Results from the chi-square analysis.

<table>
<thead>
<tr>
<th></th>
<th>$\chi^2$ Value</th>
<th>df</th>
<th>p</th>
<th>Phi</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td>2.446</td>
<td>5</td>
<td>.785</td>
<td>.047</td>
</tr>
<tr>
<td><strong>Hispanic / Latino</strong></td>
<td>4.259</td>
<td>5</td>
<td>.513</td>
<td>.062</td>
</tr>
<tr>
<td><strong>Black or African American</strong></td>
<td>0.642</td>
<td>5</td>
<td>.986</td>
<td>.024</td>
</tr>
</tbody>
</table>
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C.1 Measuring attitudes toward GMOs

To measure attitudes toward GMOs, we asked participants what they thought about the safety of GMOs, about several potential risks and benefits of GMOs, about banning GM technology, about labeling GMOs, about regulating GMOs, and whether the participant avoids eating GMOs.

Safety

Participants were asked to state whether they believed that GMOs were safe where 4 was “GMOs are as safe as conventional crops” and 0 was “GMOs are NOT as safe as conventional crops” \( (M = 1.94, \text{Med} = 2.0, SD = 1.19) \). A one-way ANOVA shows no significant differences between perceptions of GMO safety across the six conditions, \( F(5, 1091) = 0.490, p = .784 \).

Risks and benefits

Participants to rate a set of four specific potential risks and four specific potential benefits of GM Os. Participants first had to say “how likely this is to be a real risk/benefit from GMO technology”. The responses for this item were coded to be a proxy for the participant’s perception of base rate, where we coded not at all likely as .25, somewhat likely as .50, and very likely as .75. Then, participants were asked to rate “how dangerous/helpful is this risk/benefit, if it is a true risk/benefit”. These responses were coded to be degree of dangerousness or helpfulness, where we coded a little dangerous/helpful as 1, moderately dangerous/helpful as 2, and extremely dangerous/helpful as 3. We then multiplied these two values together, allowing us to weight each of the perceptions of how helpful a benefit or dangerous a risk is with the perceived base rate.

The four risk items were: increased herbicide use, increased allergens, antibiotic resistance, and unpredictability. These items were internally consistent (alpha = .82) and loaded onto one factor in a principal axis factor analysis. Moreover, the items generally show similar relationships as one another with age, education, and safety.\(^\text{12}\)

The four benefit items were: improving nutrition, saving crops from viruses, combatting disease, and protecting the environment. These items also loaded onto one factor and had high internal consistency (alpha = .85). Moreover, like the risk items, the benefit items show similar relationships as one another with age, education, and perceptions of safety.

Therefore, we combined these items into an averaged index of GMO risk perceptions \( (M = 1.32, \text{Median} = 1.25, SD = 0.55) \) and an averaged index of GMO benefit perceptions \( (M = 1.31, \text{Median} = 1.25, SD = 0.56) \), both of which were on a scale from 0.25 to 2.25. One-way ANOVAs show no significant differences of GMO risk perceptions or GMO benefit perceptions across the six conditions: GMO risks: \( F(5, 1091) = 1.18, p = .319 \); GMO benefits: \( F(5, 1091) = 1.35, p = .239 \).

\(^\text{12}\)Relationships with age and education are all non-significant except for the risks of antibiotic resistance item, which was significantly, positively related to education \( (r = .06, p = .03) \) and age \( (r = .09, p = .005) \).
Banning GMO technology

Participants were also asked whether GMO technology should be (a) banned in all circumstances, (b) banned for making food items, but allowed for making non-food items, or (c) should not be banned. We recoded this into two variables: one representing whether the participant believes in banning all GM technology (10.8% of the sample) and one representing whether the participant believes in banning GM food only (40.8% of the sample). A chi-square test showed no significant differences in proportion of participants supporting the banning of all GM technology across the six conditions, $\chi^2(5) = 1.43$, $p = .921$. In addition, a chi-square test showed no significant differences in proportion of participants supporting the banning of GM foods across the six conditions, $\chi^2(5) = 6.68$, $p = .246$.

Labeling GMOs

Participants were told that some people believe GMOs should be labeled because it gives consumers a choice in what they purchase and eat, whereas other people believe products containing GMOs should NOT be labeled because it intensifies the misperception that GMOs on the market are toxic or allergenic (the order of these two beliefs was randomized between participants). Then, participants were asked whether products containing GMOs should or should not be labeled. About 90% of participants said that GMO products should be labeled. A chi-square test showed no significant differences in proportion of participants supporting the labeling of GMOs across the six conditions, $\chi^2(5) = 4.21$, $p = .519$.

Regulating GM technology

Participants were told that some people believe that the Environmental Protection Agency (EPA) and the Food and Drug Administration (FDA) should strictly regulate GMOs to make sure that there are no environmental or health risks, whereas other people believe that GMOs should NOT be regulated because they have been shown to be as safe as conventional crops and conventional crops are not regulated (the order of these two was randomized between subjects13). Then, participants were asked whether GMOs should be regulated or not. About 85% of participants in the study said that GMOs should be regulated.

A chi-square test showed no significant differences in proportion of participants supporting the regulation of GMOs across the six conditions, $\chi^2(5) = 2.77$, $p = .736$.

Avoid eating GMOs

Participants were asked if they purposefully avoid eating GMOs or not (regardless of whether or not they have ever eaten GMOs). About 34% of participants in the study said that they purposefully avoid eating GMOs. A chi-square test showed no significant differences in proportion of participants avoiding GMOs across the six conditions, $\chi^2(5) = 4.47$, $p = .484$.

---

13The order of the presented beliefs about labeling that were described prior to asking participants what their own beliefs about labeling did not influence participants’ responses, $\text{chi}^2(1) = .457$, $p = .499$. 
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C.2 Measuring GMO knowledge

To measure knowledge about GMOs, we asked participants how much they have heard about GMOs (i.e., familiarity), what they believe is the scientific consensus of GMO safety, and what process is used to make GMOs.

Familiarity

Participants were asked how much they would say that they have heard or read about GMOs on a scale from 1 (not very much at all) to 5 (a great deal). Participants across all conditions had a mean familiarity of 3.11 (“some”) and a SD = 1.11. A one-way ANOVA showed no significant differences in familiarity with GMOs across the six conditions, $F(5, 1185) = 0.712, p = .615$.

Process

Participants were asked, to the best of their knowledge, which best describes the process used to create genetically-modified organisms:

- Plants are mated or cross-pollinated with other plants in order to create more desirable traits [cross-pollination].
- Plant genomes are subjected to radiation treatments to induce changes to genes in order to create more desirable traits [mutagenesis].
- A specific gene or sequence of genes is targeted and either “turned-off”, “turned-on”, or exchanged to create more desirable traits [gene-editing].

We dummy coded the variable so that we had a variable for those who thought it was mutagenesis (10.4%) and one for those who chose gene-editing (45.3%). A chi-square analysis showed no significant differences in proportion of participants choosing mutagenesis across the six conditions, $X^2(5) = 3.33, p = .650$; nor was there significant differences in the proportion of participants choosing gene editing across the six conditions, $X^2(5) = 8.40, p = .136$.

Consensus

Participants were also asked what most scientists view of the safety of GMOs is on a scale from -2 (GMO’s are not as safe to eat as conventional crops) to 2 (GMOs are as safe to eat as conventional crops), with “uncertain about the safety of GMOs” (0) in the middle. We recoded this variable into one called “consensus”, such that the two responses that indicated that GMOs are as safe to eat as conventional crops (2 and 1) were given a 1 and the other responses were given 0s. A little over half of the subjects recognized that scientific consensus currently is that GMOs are as safe to eat as conventional crops (51%). A chi-square analysis showed no significant differences in proportion of participants correctly recognizing what the scientific consensus is across the six conditions, $\chi^2(5) = 6.71, p = .243$.

The labels shown here in brackets were not shown to participants.
Appendix D.
Example press releases used in the experiment

FOR IMMEDIATE RELEASE

Virens Develops Visitive Gold® Soybeans
Thursday, May 26, 2016
Carlisle, PA

CARLISLE, PA – Virens, a sustainable agriculture corporation, announced the development of Visitive Gold® Soybeans.

The new soybeans benefit the consumer by offering an improved nutritional profile with zero trans fats and reduced saturated fats.

Research Practices

Virens now partners with the Center for Open Science (COS), a non-profit dedicated to fostering the integrity and reproducibility of scientific research. As part of this partnership, Virens has adopted COS research guidelines. We now:

- pre-register our research studies (reporting in advance what we plan to do);
- make our data available to the public and
- explain all of our methods for analyzing our data.

"These guidelines are aimed at making sure our research upholds the values of scientific integrity. We pledge to make information available, accessible, and understandable."

J. Smith
Virens CEO

For more information about the Center for Open Science visit http://cos.io.

© Please check this box when you have read the press release and are ready to continue.

Figure 3. Press release stimulus for the open and transparent (O&T) corporation condition (i.e., condition 2).
Penn
College of Agriculture and Life Sciences

FOR IMMEDIATE RELEASE

Penn College of Agriculture and Life Sciences Develops Vistive Gold® Soybeans
Thursday, May 26, 2016
Philadelphia

PHILADELPHIA – The University of Pennsylvania College of Agriculture and Life Sciences (CALS) announced the development of Vistive Gold® Soybeans.

The new soybeans benefit the consumer by offering an improved nutritional profile with zero trans fats and reduced saturated fats.

Research Practices
CALS pledges to take responsibility in achieving results. This pledge includes:
• Building strong relationships with our external partners;
• Making wise decisions; and
• Taking responsibility for achieving agreed-upon results.

“Our research and development team is dedicated to developing seeds that make growing vegetables easier for farmers while also meeting the needs of everyone in the produce chain—including retailers, food service, and consumers.”
J. Smith, Dean of CALS

For more information about Vistive Gold soybeans, visit Visitvgold.com or your local Agrow® or Channel® seed dealers.

Figure 4. Press release stimulus for the baseline university agricultural department condition (i.e., condition 3).
Figure 5. Press release stimulus for the real corporation condition using material from the corporation's website (i.e., condition 5).
Figure 6. Press release stimulus from control condition (i.e., condition 6) using material taken from the organization’s website.
Appendix E.
Changes to credibility scale from Critchley [2008]

Table 8. Items from Critchley [2008] and our changes. Items that we added or changed are marked in red. Items that were not changed have an asterisk at the beginning. Items that were not used are crossed out. All items began with the stem “How likely do you think it is that most of the researchers from [organization]...” Respondents answered on a six-point scale from highly unlikely (1) to highly likely (6).

<table>
<thead>
<tr>
<th>variable</th>
<th>Item</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>money</td>
<td>are primarily motivated by money/financial interests?</td>
<td>4.11 (1.30)</td>
</tr>
<tr>
<td></td>
<td>Motivated to win prizes and awards</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Study things primarily because it will benefit their careers</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Enjoy being treated as important people</td>
<td></td>
</tr>
<tr>
<td>media</td>
<td>Like having seek media attention</td>
<td>3.81 (1.33)</td>
</tr>
<tr>
<td></td>
<td>Want to be famous and well known</td>
<td></td>
</tr>
<tr>
<td></td>
<td>want to make life better for ordinary people</td>
<td></td>
</tr>
<tr>
<td>society</td>
<td>Want to improve Australian society</td>
<td>4.20 (1.22)</td>
</tr>
<tr>
<td>contrib</td>
<td>*Want to contribute towards the understanding of our world</td>
<td>4.17 (1.23)</td>
</tr>
<tr>
<td>unethical</td>
<td>Use unethical research methods [Rev coded]</td>
<td>4.11 (1.27)</td>
</tr>
<tr>
<td>honest</td>
<td>*Are honest about the results of their research</td>
<td>4.26 (1.14)</td>
</tr>
<tr>
<td>health</td>
<td>Consider the well being of those who participate in their research how</td>
<td>4.12 (1.29)</td>
</tr>
<tr>
<td></td>
<td>their research influences the health and well-being of the American</td>
<td></td>
</tr>
<tr>
<td></td>
<td>public. Are truly interested in finding out about the things they study</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Are naturally curious about their work</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have a true passion for their area of work</td>
<td></td>
</tr>
<tr>
<td>intellect</td>
<td>*Are very intelligent people</td>
<td>4.75 (1.01)</td>
</tr>
<tr>
<td></td>
<td>Have a natural talent for their particular area</td>
<td></td>
</tr>
<tr>
<td>train</td>
<td>*Are highly trained in what they do</td>
<td>4.67 (1.04)</td>
</tr>
<tr>
<td>hack</td>
<td>Are encouraged by higher ranking members of [org] to “bend the</td>
<td>3.48 (1.36)</td>
</tr>
<tr>
<td></td>
<td>rules” when conducting research in order to report results that would</td>
<td></td>
</tr>
<tr>
<td></td>
<td>be more profitable.</td>
<td></td>
</tr>
<tr>
<td>work</td>
<td>work at [org] because they were not good enough to get jobs</td>
<td>2.53 (1.25)</td>
</tr>
<tr>
<td></td>
<td>somewhere else? [Rev coded]</td>
<td></td>
</tr>
<tr>
<td>expert</td>
<td>are top experts in their field?</td>
<td>4.31 (1.08)</td>
</tr>
<tr>
<td>know</td>
<td>know a lot about their areas of study?</td>
<td>4.84 (0.97)</td>
</tr>
</tbody>
</table>
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