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Supplementary material

A detailed account of the three lenses

The following provides a more detailed account of the part of the framework dedicated to the 
technology. Thus, the table below breaks down the three lenses – technological properties, 
users experience, and content presentation – providing additional information regarding 
related aspects and concepts presented in the paper.

(1) Technological properties

Dimension Criteria Description

Basic properties Main objective
(OECD, 2022)

What is the primary or leading purpose of the technology? For 
example, retrieving information, generating text, transforming 
text into visual or audio-visual, reinforcing learning, etc.

Knowledge base
(see Barzilai et al., 
2020, 2023; Forzani, 
2020; Polman et al., 
2014)

What type of sources does it draw from (e.g., scientific, 
journalistic, wiki, user-generated content, etc.)?

How recent is the data on which the technology relies?

Does the technology prioritize certain type/s of sources, and if 
so, which?

Capabilities in science 
and math
(OECD, 2023; Zhai et 
al., 2024)

What can the AI do, in terms of fundamental and science 
literacies, compared to humans? If unknown, this could be 
measured by testing the technology according to math and 
science literacy tests for humans.

Output’s qualities Media richness
(Daft et al., 1987; Ishii 
et al., 2019; Sun & 
Cheng, 2007)

How many and what kind of modalities does the technology 
offer the user when answering queries or prompts, and in 
which combination (see also Hendriks et al., 2020)?

How many, which, and to what degree does the technology 
support different languages?
Does the technology mitigate low levels of foundational 
literacies (Sharon & Baram-Tsabari, 2020) and language divide 
(Dabran-Zivan et al., 2023)?

Multitasking
(Bang et al., 2023)

How many and which tasks can the technology perform, and to 
what degree? For example, summarization, question 
answering, misinformation detection, task-oriented dialogue, 
and more.



2

Accuracy, relevance, 
and clarity
(Ghassemi et al., 2023)

How frequently and how well does the technology succeed in 
retrieving/ generating relevant information (see also Hendriks 
et al., 2020; Polman et al., 2014; Schäfer, 2023)?

Is the technology susceptible to hallucinations? Does using 
detailed misinformed prompts or queries lead to inaccurate or 
false information (see also Bang et al., 2023; Zuccon & 
Koopman, 2023)?

(2) Users experience

Dimension Criteria Description

Interactivity
(Sohn, 2011; 
Sundar, 2015, 
2020)

Anthropomorphism
(Chong et al., 2021; 
Gambino et al., 2020; 
Kim & Sundar, 2012; 
Sundar, 2020; Wang et 
al., 2022)

Does the technology have visible, audible, or otherwise 
humanlike features, e.g., eyes, a voice, gender, human name, 
etc.?

Whether and to what degree is the technology conversational, 
e.g., using first person singular pronouns, facial cues, emojis, 
providing responsive message exchange, etc.?

Is the interaction style more task-oriented or social-oriented? Is 
it more formal or casual? Is it more purposeful or social-
emotional and affective (see also Chattaraman et al., 2019; 
Keeling et al., 2010)?

Guidance
(Long & Magerko, 
2020; see also 
Nielsen, 1993, 2020)

Whether, how, and to what degree does the technology guide 
the users on how to use it best, e.g., advanced search on 
Google Search, ‘How to search’ instructions on Consensus, 
etc.?

Does the AI support or encourage social interaction around 
science, and if so, how (see also Hendriks et al., 2020)?

Does the technology encourage users to learn more about 
science-related issues, e.g., suggesting further inquiries, 
related topics, etc.?

Users’ agency
(Coyle et al., 
2012; Kang & 
Lou, 2022; 
Sundar, 2020; 
Sundar & Lee, 
2022)

Previous sessions
(see Kang & Sundar, 
2016; Nielsen, 2020)

To what degree and how far back can users see and restore 
their previous sessions?

To what degree and how can users continue or regenerate 
previous sessions, partially or in whole?

Whether users can delete previous sessions, in whole or 
partially, and how?
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Personalization
(Sundar, 2020; see 
also Hendriks et al., 
2020)

What kinds of feedback can the user give the technology?

To what degree can users actively train, program, or set the AI 
system to meet their personal and particular needs or 
preferences? For example, can users train or set the AI to 
prioritize scientific information sources over personal blogs?

Suitability
(see Long & Magerko, 
2020)

To what degree is the technology compatible with different 
audiences, e.g., children, people with special needs, laypeople, 
scientists, etc?

To what degree does the technology allow legal guardians to 
supervise, support, or track young or otherwise less-capable 
audiences’ use of the system?

Transparency
(Sundar, 2020)

AI thickness
(Sundar & Lee, 2022)

Is the AI’s presence and involvement apparent in the interface 
(i.e., thick), like in the case of robots, or rather unapparent in 
the interface (i.e., thin)?

AI’s boundaries
(Nielsen, 2020; see 
also Sundar & Lee, 
2022)

Are the AI’s capabilities (overtly) described?

Are the AI’s limitations (overtly) described?

Explainability
(Doran et al., 2017; 
Forbus, 2021; Long & 
Magerko, 2020; Miller 
et al., 2022)

To what degree and how does the technology reveal and 
explain the ‘rationale for decisions that the system makes’ 
(Forbus, 2021, p. 36)?

Costs and 
benefits
(Sundar, 2020; 
Roloff, 1981)

Engagement 
complexity
(Forbus, 2021)

How many “digital steps” (e.g., prompting, querying, opening 
additional tabs, reading different webpages, etc.) are users 
required to perform in order to complete their task?

Mitigating information 
literacy
(see Aguileraa & 
Pandya, 2021; 
Hendriks et al., 2020; 
Jones-Jang et al., 
2021; Yamamoto et al., 
2018)

Does users' engagement with science through the technology 
involve evaluating and selecting information sources?

Does users' engagement with science through the technology 
involve integrating information from multiple sources?



4

(3) Content presentation

Dimension Criteria Description

Source
(Barzilai et al., 
2020, 2023; 
Bromme et al., 
2010; Bromme & 
Goldman, 2014; 
Forzani, 2020; 
McGrew & 
Breakstone, 
2023; Osborne & 
Pimentel, 2022; 
Stadtler & 
Bromme, 2014)

Identification Does the technology identify relevant information sources 
(irrespectively whether the information is accurate)?

Information about the 
source

When identifying the sources, does the technology provide 
enough details that allow users to check the source directly 
(e.g., providing a valid URL, publication name, date, etc.)?

Reasoning
(Barzilai et al., 
2020, 2023; 
Forzani, 2020; 
Halpern, 2014; 
OECD, 2019b; 
Retzbach et al., 
2016; Tseng et 
al., 2021)

Evidence To what degree does the information retrieved/ generated tend 
to include evidence as part of the explanation or 
argumentation?

To what degree does the information retrieved/ generated 
include facts that can easily be cross-checked? For example, 
statistical facts, historical facts, factual spatial information, etc.
(see also Bang et al., 2023; Zuccon & Koopman, 2023)

Does the retrieved/generated information enable users to learn 
about the nature of the evidence (e.g., authority-based, 
anecdotal evidence, scientific evidence, etc.) used for 
explanation or argumentation?

Comprehensiveness Can the technology provide a conclusion or a 
recommendation? If it does, does it detail the information that 
leads to that conclusion or recommendation (see also OECD, 
2019a)?

To what degree does the technology allow users to learn about 
alternative theories or perspectives? More specifically, does the 
technology frequently present alternative perspectives, does it 
do so only when prompted, and does it contextualize said 
alternative (see also Facione & Facione, 2014)

Consensus
(Osborne & 
Pimentel, 2022)

The agreement Does the technology facilitate easy understanding of whether 
there is a scientific consensus about the issue at hand and the 
nature of said consensus?

The disagreement Does the technology allow users to learn about the specifics of 
the (scientific) disagreement when asked about its nature?



5

References

Aguileraa, E., & Pandya, J. Z. (2021). Critical literacies in a digital age: Current and future 
issues. Pedagogies: An International Journal, 16(2), 101–108. 
https://doi.org/10.1080/1554480X.2021.1914059

Bang, Y., Cahyawijaya, S., Lee, N., Dai, W., Su, D., Wilie, B., Lovenia, H., Ji, Z., Yu, T., 
Chung, W., Do, Q. V., Xu, Y., & Fung, P. (2023). A multitask, multilingual, multimodal 
evaluation of ChatGPT on reasoning, hallucination, and interactivity 
(arXiv:2302.04023). arXiv. https://doi.org/10.48550/arXiv.2302.04023

Barzilai, S., Mor-Hagani, S., Abed, F., Tal-Savir, D., Goldik, N., Talmon, I., & Davidow, O. 
(2023). Misinformation Is Contagious: Middle school students learn how to evaluate 
and share information responsibly through a digital game. Computers & Education, 
202, 104832. https://doi.org/10.1016/j.compedu.2023.104832

Barzilai, S., Thomm, E., & Shlomi-Elooz, T. (2020). Dealing with disagreement: The roles of 
topic familiarity and disagreement explanation in evaluation of conflicting expert claims 
and sources. Learning and Instruction, 69, 101367. 
https://doi.org/10.1016/j.learninstruc.2020.101367

Bromme, R., & Goldman, S. R. (2014). The public’s bounded understanding of science. 
Educational Psychologist, 49(2), 59–69. 
https://doi.org/10.1080/00461520.2014.921572

Bromme, R., Kienhues, D., & Porsch, T. (2010). Who knows what and who can we believe? 
Epistemological beliefs are beliefs about knowledge (mostly) to be attained from 
others. In L. D. Bendixen & F. C. Feucht (Eds.), Personal Epistemology in the 
Classroom (1st ed., pp. 163–194). Cambridge University Press. 
https://doi.org/10.1017/CBO9780511691904.006

Chattaraman, V., Kwon, W.-S., Gilbert, J. E., & Ross, K. (2019). Should AI-based, 
conversational digital assistants employ social- or task-oriented interaction style? 
A task-competency and reciprocity perspective for older adults. Computers in Human 
Behavior, 90, 315–330. https://doi.org/10.1016/j.chb.2018.08.048

Chong, T., Yu, T., Keeling, D. I., & de Ruyter, K. (2021). AI-chatbots on the services frontline 
addressing the challenges and opportunities of agency. Journal of Retailing and 
Consumer Services, 63, 102735. https://doi.org/10.1016/j.jretconser.2021.102735

Coyle, D., Moore, J., Kristensson, P. O., Fletcher, P., & Blackwell, A. (2012). I did that! 
Measuring users’ experience of agency in their own actions. Proceedings of the 
SIGCHI Conference on Human Factors in Computing Systems, 2025–2034. 
https://doi.org/10.1145/2207676.2208350

Dabran-Zivan, S., Baram-Tsabari, A., Shapira, R., Yitshaki, M., Dvorzhitskaia, D., & 
Grinberg, N. (2023). “Is COVID-19 a hoax?”: Auditing the quality of COVID-19 
conspiracy-related information and misinformation in Google Search results in four 
languages. Internet Research. https://doi.org/10.1108/INTR-07-2022-0560



6

Daft, R. L., Lengel, R. H., & Trevino, L. K. (1987). Message equivocality, media selection, and 
manager performance: Implications for information systems. MIS Quarterly, 11(3), 
355–366. https://doi.org/10.2307/248682

Doran, D., Schulz, S., & Besold, T. R. (2017). What does explainable ai really mean? A new 
conceptualization of perspectives (arXiv:1710.00794). arXiv. 
https://doi.org/10.48550/arXiv.1710.00794

Facione, P. A., & Facione, N. C. (2014). Holistic Critical Thinking Scoring Rubric (HCTSR). 
Insight Assessment. https://www.insightassessment.com/article/holistic-critical-
thinking-scoring-rubric-hctsr

Forbus, K. D. (2021). 2. Evaluating revolutions in artificial intelligence from a human 
perspective. In AI and the Future of Skills, Volume 1: Capabilities and Assessments 
(pp. 34–48). OECD Publishing. https://www.oecd-ilibrary.org/education/ai-and-the-
future-of-skills-volume-1_5ee71f34-en

Forzani, E. (2020). A three tiered framework for proactive critical evaluation during online ‐
inquiry. Journal of Adolescent & Adult Literacy, 63(4), 401–414. 
https://doi.org/10.1002/jaal.1004

Gambino, A., Fox, J., & Ratan, R. (2020). Building a stronger CASA: Extending the 
Computers Are Social Actors paradigm. Human-Machine Communication, 1(1), 71–85. 
https://doi.org/10.30658/hmc.1.5

Ghassemi, M., Birhane, A., Bilal, M., Kankaria, S., Malone, C., Mollick, E., & Tustumi, F. 
(2023). ChatGPT one year on: Who is using it, how and why? Nature, 624(7990), 39–
41. https://doi.org/10.1038/d41586-023-03798-6

Halpern, D. F. (2014). Thought and knowledge: An introduction to critical thinking (5th ed.). 
Psychology Press. https://doi.org/10.4324/9781315885278

Hendriks, F., Mayweg-Paus, E., Felton, M., Iordanou, K., Jucks, R., & Zimmermann, M. 
(2020). Constraints and affordances of online engagement with scientific information—
A literature review. Frontiers in Psychology, 11, 572744. 
https://doi.org/10.3389/fpsyg.2020.572744

Ishii, K., Lyons, M. M., & Carr, S. A. (2019). Revisiting media richness theory for today and 
future. Human Behavior and Emerging Technologies, 1(2), 124–131. 
https://doi.org/10.1002/hbe2.138

Jones-Jang, S. M., Mortensen, T., & Liu, J. (2021). Does media literacy help identification of 
fake news? Information literacy helps, but other literacies don’t. American Behavioral 
Scientist, 65(2), 371–388. https://doi.org/10.1177/0002764219869406

Kang, H., & Lou, C. (2022). AI agency vs. human agency: Understanding human–AI 
interactions on TikTok and their implications for user engagement. Journal of 
Computer-Mediated Communication, 27(5), zmac014. 
https://doi.org/10.1093/jcmc/zmac014

Kang, H., & Sundar, S. S. (2016). When self is the source: Effects of media customization on 
message processing. Media Psychology, 19(4), 561–588. 
https://doi.org/10.1080/15213269.2015.1121829



7

Keeling, K., McGoldrick, P., & Beatty, S. (2010). Avatars as salespeople: Communication 
style, trust, and intentions. Journal of Business Research, 63(8), 793–800. 
https://doi.org/10.1016/j.jbusres.2008.12.015

Kim, Y., & Sundar, S. S. (2012). Anthropomorphism of computers: Is it mindful or mindless? 
Computers in Human Behavior, 28(1), 241–250. 
https://doi.org/10.1016/j.chb.2011.09.006

Long, D., & Magerko, B. (2020). What is AI literacy? Competencies and design 
considerations. Proceedings of the 2020 CHI Conference on Human Factors in 
Computing Systems, 1–16. https://doi.org/10.1145/3313831.3376727

McGrew, S., & Breakstone, J. (2023). Civic online reasoning across the curriculum: 
Developing and testing the efficacy of digital literacy lessons. AERA Open, 9, 
23328584231176451. https://doi.org/10.1177/23328584231176451

Miller, T., Hoffman, R., Amir, O., & Holzinger, A. (2022). Special issue on Explainable Artificial 
Intelligence (XAI). Artificial Intelligence, 307, 103705. 
https://doi.org/10.1016/j.artint.2022.103705

Nielsen, J. (1993). Usability engineering. Academic Press.
Nielsen, J. (2020, November 15). 10 Usability Heuristics for User Interface Design. Nielsen 

Norman Group. https://www.nngroup.com/articles/ten-usability-heuristics/
OECD. (2019a). Artificial Intelligence in Society. OECD. https://doi.org/10.1787/eedfee77-en
OECD. (2019b). Fostering Students’ Creativity and Critical Thinking: What it Means in School. 

Organisation for Economic Co-operation and Development. https://www.oecd-
ilibrary.org/education/fostering-students-creativity-and-critical-thinking_62212c37-en

OECD. (2022). OECD Framework for the Classification of AI Systems (323; OECD Digital 
Economy Papers). OECD Publishing. https://doi.org/10.1787/cb6d9eca-en

OECD. (2023). Is Education Losing the Race with Technology?: AI’s Progress in Maths and 
Reading. OECD Publishing. https://doi.org/10.1787/73105f99-en

Osborne, J., & Pimentel, D. (2022). Science, misinformation, and the role of education. 
Science, 378(6617), 246–248. https://doi.org/10.1126/science.abq8093

Polman, J. L., Newman, A., Saul, E. W., & Farrar, C. (2014). Adapting practices of science 
journalism to foster science literacy. Science Education, 98(5), 766–791. 
https://doi.org/10.1002/sce.21114

Retzbach, J., Otto, L., & Maier, M. (2016). Measuring the perceived uncertainty of scientific 
evidence and its relationship to engagement with science. Public Understanding of 
Science, 25(6), 638–655. https://doi.org/10.1177/0963662515575253

Roloff, M. E. (1981). Interpersonal communication: The social exchange approach. Sage 
Publications.

Schäfer, M. S. (2023). The Notorious GPT: Science communication in the age of artificial 
intelligence. Journal of Science Communication, 22(2), Y02. 
https://doi.org/10.22323/2.22020402



8

Sharon, A. J., & Baram-Tsabari, A. (2020). Can science literacy help individuals identify 
misinformation in everyday life? Science Education, 104(5), 873–894. 
https://doi.org/10.1002/sce.21581

Sohn, D. (2011). Anatomy of interaction experience: Distinguishing sensory, semantic, and 
behavioral dimensions of interactivity. New Media & Society, 13(8), 1320–1335. 
https://doi.org/10.1177/1461444811405806

Stadtler, M., & Bromme, R. (2014). 17 The Content–Source Integration model: A taxonomic 
description of how readers comprehend conflicting scientific information. In D. N. Rapp 
& J. L. G. Braasch (Eds.), Processing inaccurate information: Theoretical and applied 
perspectives from cognitive science and the educational sciences (pp. 379–402). 
MIT Press.

Sun, P. C., & Cheng, H. K. (2007). The design of instructional multimedia in e-Learning: 
A Media Richness Theory-based approach. Computers & Education, 49(3), 662–676. 
https://doi.org/10.1016/j.compedu.2005.11.016

Sundar, S. S. (Ed.). (2015). The handbook of the psychology of communication technology. 
Wiley Blackwell.

Sundar, S. S. (2020). Rise of machine agency: A framework for studying the psychology of 
human–AI interaction (HAII). Journal of Computer-Mediated Communication, 25(1), 
74–88. https://doi.org/10.1093/jcmc/zmz026

Sundar, S. S., & Lee, E.-J. (2022). Rethinking communication in the era of artificial 
intelligence. Human Communication Research, 48(3), 379–385. 
https://doi.org/10.1093/hcr/hqac014

Tseng, A. S., Bonilla, S., & MacPherson, A. (2021). Fighting “bad science” in the information 
age: The effects of an intervention to stimulate evaluation and critique of false scientific 
claims. Journal of Research in Science Teaching, 58(8), 1152–1178. 
https://doi.org/10.1002/tea.21696

Wang, Q., Camacho, I., Jing, S., & Goel, A. K. (2022). Understanding the design space of AI-
mediated social interaction in online learning: Challenges and opportunities. 
Proceedings of the ACM on Human-Computer Interaction, 6(CSCW1), 1–26. 
https://doi.org/10.1145/3512977

Yamamoto, Y., Yamamoto, T., Ohshima, H., & Kawakami, H. (2018). Web access literacy 
scale to evaluate how critically users can browse and search for web information. 
Proceedings of the 10th ACM Conference on Web Science, 97–106. 
https://doi.org/10.1145/3201064.3201072

Zhai, X., Nyaaba, M., & Ma, W. (2024). Can generative AI and ChatGPT outperform humans 
on cognitive-demanding problem-solving tasks in science? (arXiv:2401.15081). arXiv. 
http://arxiv.org/abs/2401.15081

Zuccon, G., & Koopman, B. (2023). Dr ChatGPT, tell me what I want to hear: How prompt 
knowledge impacts health answer correctness (arXiv:2302.13793). arXiv. 
https://doi.org/10.48550/arXiv.2302.13793


	Supplementary material
	A detailed account of the three lenses
	(1) Technological properties
	(2) Users experience
	(3) Content presentation
	References


