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Undifferentiated optimism and scandalized accidents:
the media coverage of autonomous driving in Germany
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When, to what extent and under what conditions autonomous driving will
become common practice depends not only on the level of technical
development but also on social acceptance. Therefore, the rapid
development of autonomous driving systems raises the question of how
the public perceives this technology. As the mass media are regarded as
the main source of information for the lay audience, the news coverage is
assumed to affect public opinion. The mass media are also frequently
criticized for their inaccurate and biased news coverage. Against this
backdrop, we conducted a content analysis of the news coverage of
autonomous driving in five leading German newspapers. Findings show
that media reporting on autonomous driving is not very detailed. They also
indicate a slight positive bias in the balance of arguments and tonality.
However, as soon as an accident involving an autonomous vehicle occurs,
the frequency of reporting, as well as the extent of negativity and detail
increase. We conclude that well-informed public opinion requires more
differentiated reporting — irrespective of accidents.
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Recent technological advances in the field of autonomous and automated vehicles
suggest that they may become an integral part of society. This, however, would
require the public to be adequately informed about the technology and its social
implications. In the year 2017, an ethics commission appointed by the German
Federal Minister of Transport and Digital Infrastructure, formulated a rule that ‘the
public has the right to be sufficiently informed about new technologies and their
use’ [Bundesministerium für Verkehr und digitale Infrastruktur, 2017, p. 12]. The
public institution to provide this information is supposed to be the mass media,
which are frequently criticized for inaccurate and biased news coverage on
autonomous driving [Vellinga, 2017; Wolfers, 2017]. However, there is a lack of
empirical studies on these claims. Therefore, it is the aim of this study to put the
media reporting of autonomous driving under scrutiny. We conducted a content
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analysis of five German newspapers including the level of detail, the balance of
arguments, the tonality, and the influence of real-world accidents.

Literature review Autonomous driving

When talking about autonomous driving, it quickly becomes apparent that there is
neither ‘the’ autonomous driving itself nor a consistent terminology for it, which is
true for both the public discourse and the research literature. A variety of terms
implies multiple conceptual frameworks of vehicles that — under certain
conditions, to a certain extent, or completely — operate without the control of a
driver. Thus, frequently used terms such as ‘autonomous driving’, ‘automated
driving’, ‘driverless car’ or ‘self-driving car’ may refer to completely different
meanings depending on the given context, which may cause misconceptions [Lenz
and Fraedrich, 2015a; Vellinga, 2017; Wolfers, 2017].

There are various classification systems for the different degrees of automation of
vehicle systems: for Germany, the Federal Highway Research Institute (BASt) provides
a typology including level 0 (driver only), level 1 (assisted), level 2 (partial
automation), level 3 (high automation) and level 4 (full automation). Even for the
highest level of automation, the BASt still envisages a driver [Gasser et al., 2012].
Another German typology, developed by the German Association of the Automotive
Industry (VDA), corresponds to the BASt in terms of levels, terms and descriptions,
but adds another level (level 5, driverless) where no driver is required [Verband der
Automobilindustrie, 2015].

In 2014 the International On-Road Automated Vehicle Standards Committee of the
Society of Automotive Engineers (SAE) set up by the international standard for the
classification of autonomous and automated vehicles, last revised in 2018. This
typology includes six levels: level 0 (no automation), level 1 (driver assistance),
level 2 (partial automation), level 3 (conditional automation), level 4 (high
automation), level 5 (full automation) [Society of Automotive Engineers — SAE
International, 2014]. However, the terms ‘high automation’ and ‘full automation’ in
the SAE standard describe higher degrees of automation than in the German
typologies, which leads to ambiguities if researchers use these terms without
specifying which typology they address. Since different degrees of automation
entail different application possibilities, it is important to know the type of vehicle
in order to assess risks and opportunities.

Although ‘autonomous driving’ is the most popular term in the discourse, it does
not appear in the mentioned classification systems. Hence, some researchers use
this term exclusively for vehicles that can drive without a human driver, others use
it as a general term for all types of autonomous and automated vehicles. This
plethora of different terms and their ambiguous use complicates both the scientific
and the public discourse. A general definition of autonomous driving is almost
impossible. Within this paper, a broader understanding of the term is used, where
both fully autonomous vehicles (no driver necessary) and automated vehicles (a
driver is still present, even if he can give up the driving task in certain applications
or to a certain degree) are covered by the general concept of ‘autonomous driving’.

Autonomous vehicles can be used in private, in public transportation, in transport
and logistics, in agriculture, or within car-sharing and ride-sharing concepts
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[Behrend and Meisel, 2017]. These different application areas enable the derivation of
more complex and concrete usage scenarios, including the combination of
application areas and automation levels in various ways and contexts, which entail
various opportunities, constraints or risks, for example with regard to the legal
framework [Wachenfeld et al., 2015; Simoni et al., 2019]. Thus, a general and
undifferentiated view on autonomous driving is rarely adequate. Rather it is
necessary to consider autonomous and automated driving in the context of
different degrees of automation, application areas, and concrete usage scenarios.

Regarding the ambiguous use of terms, and the absence of uniform definitions for
the different levels of automation and the complexity of usage contexts,
unsurprisingly the public knowledge about autonomous driving is still low [König
and Neumayr, 2017, p. 46; Schoettle and Sivak, 2014], and different understandings
as well as a lack of knowledge about usage scenarios exist [Haboucha, Ishaq and
Shiftan, 2017].

Anticipated opportunities and risks, as well as catalyzers and obstacles play an
important role for the development and market launch of autonomous vehicles.
Studies on the acceptance of autonomous driving [Haboucha, Ishaq and Shiftan,
2017; König and Neumayr, 2017] show that high expectations are accompanied by
a high degree of concern, especially regarding safety aspects, which are also widely
discussed among scientists [Kalra and Paddock, 2016; Schlag, 2016].

Media coverage of science and technology

Both the research on technology as well as its mass media coverage has increased
over the past years [Schäfer, 2012; Summ and Volpers, 2016]. Mass media serve as
facilitators between scientific research and society [Schäfer, 2012]. Studies in the
fields of nanotechnology [Lee and Scheufele, 2006] and biotechnology [Besley and
Shanahan, 2005; Brossard and Nisbet, 2007] indicate that the way new technology
is represented can impact the public opinion about this technology. Especially in
the early development stage of new technologies, media coverage provides basic
heuristics to recipients who have little or no direct experience with the technology
[Scheufele and Lewenstein, 2005; Nisbet, Brossard and Kroepsch, 2003]. It is
plausible that this also applies to the emerging technology of autonomous driving.

An important aspect in this context is the question of the coverage’s quality. In a
democracy, the media fulfill certain functions that are fundamental to that society.
From a normative perspective, it is essential that citizens have an opportunity to
inform themselves about topics, content and processes [Yeo et al., 2015, p. 172]. To
create a knowledge base for a societal discourse on science and new technologies,
journalists must therefore provide sufficient information. Moreover, mass media
create a public sphere, which is an essential prerequisite for democratic
participation and the formation of attitudes and opinions. They provide a space for
the articulation of different opinions and arguments, create transparency and
enable discursive exchange [Scheufele, 2014, p. 122]. Modern approaches such as
‘knowledge-based journalism’ [van Witsen and Takahashi, 2018, p. 727] reflect the
demand for differentiated and detailed knowledge about science and new
technologies. Hence, the level of detail and the presentation of different positions
and arguments can be regarded as essential criteria of quality for news coverage on
new technologies such as autonomous driving.
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However, how balanced the presentation of different positions and arguments
should be and what balance means, in this case, is highly debatable. Hagen [1995]
defines balance as the equal consideration of opponents and supporters in a
controversy. He considers five dimensions in which balance can be measured:
evaluations, arguments, actors, sources, and topics. Closely related is the criterion
of diversity, where diversity is a number and balance is a ratio. However, there is
disagreement about whether all existing positions and arguments should be
included to the same extent to meet the balance criterion. As Boykoff and Boykoff
[2004] point out, balance in the sense of an equally weighted representation may
also lead to bias: by using the example of climate change, they explain that,
especially in the case of scientific topics, the equal treatment of positions, which are
not equally valid in scientific discourse, leads to a so-called ‘false balance’ [p. 126].
This false balance is supported by other studies, which point out that the media
coverage of scientific facts and technologies does not always correspond to the
prevailing opinion in science [e.g., Boykoff and Boykoff, 2007; Engesser and
Brüggemann, 2016; Maurer, 2011; Zeh and Odén, 2014].

Thus, research on media coverage of science and technology primarily links
balance to the evaluative dimension of balance, that is, whether the report is
negatively or positively biased: therefore, the ratio or the number of presented
opportunities and risks is used as a benchmark [e.g., Bubela and Caulfield, 2004;
Kepplinger, 1989; Zimmer, Hertel and Böl, 2008]. However, the evaluative bias of
reporting about technology is ambivalent. Whereas some early studies uncovered a
negative bias in articles on [e.g., Kepplinger, 1990], more recent studies found a
positive, uncritical, and less controversial bias [Elmer, Badenschier and Wormer,
2008]. Other studies found more balanced, neutral, or fact-based coverage in both
earlier [e.g., Dunwoody and Peters, 1992; Peters, 1995] and more recent reports
[Summ and Volpers, 2016]. Yet, there are factors that may influence the bias in
reporting: the field of science, the reported technology and key events like
accidents or catastrophes. Whereas nanotechnology is mostly presented in a
positive bias [Haslinger et al., 2012; Metag and Marcinkowski, 2014], green genetic
engineering is evaluated critically [Marks et al., 2007]. Reporting on nuclear energy
is influenced by reactor accidents and has changed from predominantly positive to
risk-oriented over time [Kepplinger and Lemke, 2014; Nienierza, 2014].

In contrast, the accuracy and the level of detail concerning the coverage of science
and technology provides less controversial results: in general, media coverage on
technology is superficial, inaccurate and low in detail with regard to technical and
scientific details [Peters, 1995] or research background and methodology [Hijmans,
Pleijter and Wester, 2003]. Racine et al. [2010], as well as van Atteveldt et al. [2014]
distinguished different levels of detail, applied them to reporting on neuroscience,
and concluded that the coverage has a rather low level of detail. On average,
articles mentioned only one out of four relevant details [van Atteveldt et al., 2014].

Autonomous driving in the media

Research knows comparatively little about the media coverage of autonomous
driving. The fact that the majority of citizens obtains information on autonomous
driving from the mass media is well-known [Lenz and Fraedrich, 2015b] and
various authors refer to media coverage as an indicator of increased public
attention for autonomous driving [Kaur and Rampersad, 2018; Simoni et al., 2019].
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With respect to differentiated and biased media coverage, mostly unsupported
hypotheses and speculations exist so far. Some researchers assume a positive and
euphoric bias [Beiker, 2015; Schlag, 2016], whereas others point out that
scandalization, for example in the case of accidents, may decrease acceptance
[Grunwald, 2015; Fleischer and Schippl, 2018]. Mass media would use definitions
and terms differently, and potentials, risks and challenges would remain unclear.
Explicit information on usage scenarios and automation levels would rarely be
provided [Lenz and Fraedrich, 2015a]. There are recurring demands for an open,
transparent, and discursive public debate, which would facilitate the acceptance
and concrete design of autonomous driving and future mobility [Grunwald, 2015;
Lenz and Fraedrich, 2015a]. However, there is a dearth of studies, analyzing the
media representation of autonomous driving.

In a qualitative analysis of articles published in April and May 2016, Diehl and
Diehl [2018] identified five typical argumentation patterns in the media discourse
on autonomous driving, which focused on the topics (in-)security, driving,
technology, data security and quality of life. In their cluster analysis of 540 German
newspaper and magazine articles (published between 2014 and 2017), Taddicken
and colleagues [2020] found that autonomous driving was depicted primarily in
the context of technology and economics. However, in four out of five clusters,
between one out of three and half of the articles lacked information about the
degree of automation. Although automation was primarily positive framed, the
number of positive evaluations decreased after an accident.

Another study on the influence of positive and negative information on the
willingness to drive autonomous vehicles underlines the importance of article
headings: people who were exposed to positive headlines expressed a higher
willingness to use autonomous cars than those who received negative headlines
[Anania et al., 2018].

Research
questions

The present paper bridges the described gap in research on autonomous driving by
investigating whether the media coverage contributes to the public information as
demanded by the German ethics commission. In particular, we address the level of
detail and bias, and influences on these aspects:

RQ 1: How differentiated is autonomous driving presented in media coverage
regarding its scientific and technical aspects?

RQ 2: To what extent is the news coverage about autonomous driving biased?

a) . . . regarding the balance of arguments?
b) . . . regarding the tonality?

RQ 3: Which factors influence the level of detail and the bias of the coverage on
autonomous driving? What influence do real-world accidents have on the
coverage?

Method In autumn 2018, we conducted a standardized content analysis of media coverage
on autonomous driving in the German daily newspapers Frankfurter Allgemeine
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Zeitung (FAZ) and Süddeutsche Zeitung (SZ), as well as in the online newspapers
Spiegel Online (SPON), Bild.de and Zeit Online between 1 May 2017 and
31 October 2018. The period of study was chosen in order to complement the
current state of research on systematic quantitative content analysis of German
newspaper coverage of autonomous driving [see Taddicken et al., 2020], as it
covers the time up to June 2017.

Autonomous driving became a topic of interest in the German media only a few
years ago. Therefore, the selection of newspapers is based on the assumption that,
at the beginning of a topic-setting process, leading media take on a guiding and
orienting function for journalists and other media and are influencing the public
topic agenda [Bönisch, 2006; Krüger, 2013; Wilke, 2009]. Süddeutsche Zeitung,
Frankfurter Allgemeine Zeitung, Der Spiegel and DIE ZEIT [D’Inka, 2010;
Weischenberg, Malik and Scholl, 2006] and Bild [Künzler, 2017] have a wide reach
and are considered to be media of record in Germany as are their online derivatives
[Bönisch, 2006; Krüger, 2013; Beckert and Riehm, 2013]. The inclusion of print and
online media, as well as one tabloid newspaper aims at reflecting a broader
spectrum of the German media landscape.

The sample includes all 359 articles which were found under the keyword
‘autonomous driving’ and collected through the F.A.Z. Bibliotheksportal (FAZ), the
LibraryNet archive (SZ) and the search function embedded in the website (SPON,
Bild.de, Zeit Online). The sample included journalistic contributions, such as news
articles, columns, reports but also interviews. We excluded articles covering other
main topics as well as articles dealing exclusively with autonomous rail vehicles,
ships, or aircraft. We excluded articles referring to autonomous driving solely with
one sentence or in a few words, because the demand for detailed and balanced
reporting on autonomous driving cannot be made for articles that do not elaborate
at least to a small amount on the topic. Advertising and sponsored articles were
also excluded.

The codebook based on publications about autonomous driving from different
fields of research (traffic science, engineering) and research in the field of science
and technology reporting. After an initial pretest with a sample of 30 articles
(percent agreement = .82; Cohen’s kappa = .64), two categories were excluded and
five categories (visual presentation, risks, catalyzers, obstacles, demands) were
revised. The two excluded categories were intended to ascertain whether the
coverage made a man-machine comparison (Cohen’s kappa = .60) and whether an
assessment of the obstacles was available (e.g., “surmountable” or
“insurmountable”) (Cohen’s kappa = .26). They were excluded, as sufficient
intersubjective comprehensibility cannot be ensured for them. In a second
reliability test, acceptable values for all categories were achieved (percent
agreement = .95; Cohen’s kappa = .86).

Measures

Level of detail was defined by the amount and diversity of scientific information
about autonomous driving: the more different details an article contained, the more
detailed it was rated. Up to date, there are no systematic empirical comparative
values. The index was therefore calibrated from a normative point of view, based
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on the following assumption: the more different types of details and information
are provided (e.g., scientific sources, illustrations, technical explanations), the more
comprehensive is the depiction of technology and therefore, the broader the
knowledge base that the article conveys to the recipient.

For this purpose, a list of relevant details about autonomous driving was compiled
based on a comprehensive literature search. As shown in Table 1, four variables
measured the level of detail: mentioning an official classification system, mentioning
a level of automation, usage of official technical terms and literal description. In
addition, it was recorded whether information about tests of autonomous vehicles,
application areas, usage scenarios and scientific sources were given, if the
technological components of autonomous vehicles were explained, and how
extensive this explanation was. The existence of visual presentations with a direct
reference to autonomous driving was also included. From this, an average index
was composed by adding the points and subsequently dividing them by the
number of items. A similar approach was used by van Atteveldt et al. [2014] to
build an Accuracy Score and by Hijmans, Pleijter and Wester [2003] in the formation
of an Information Index.

The bias of the coverage was identified in two ways: first, all arguments presented
in the article were coded: optimistic arguments emphasized opportunities and

Table 1. Composition of the level of detail index.

Items Level of detail

Degree of automation

Official classification system 0 = not mentioned
0.25 = at least one mentioned

Level of automation 0 = not mentioned
0.25 = at least one mentioned

Technical term 0 = not mentioned
0.25 = at least one mentioned

Linguistic description 0 = no
0.25 = yes

Application area 0 = not mentioned
1 = at least one mentioned

Test of autonomous vehicles 0 = not mentioned
0.5 = short reference
1 = detailed description

Usage scenario 0 = not mentioned
1 = at least one mentioned

Explanation of technology 0 = no explanation
0.25 = very short explanation
0.5 = rather short explanation
0.75 = rather extensive explanation
1 = extensive explanation

Scientific sources 0 = not mentioned
1 = at least one mentioned

Visual presentation 0 = no
1 = yes
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catalyzers, whereas pessimistic arguments highlighted risks and obstacles.
Subsequently, the ratio of optimistic to pessimistic arguments per article was
computed to determine the balance of the arguments.

Second, the tonality was measured both for the heading and the entire article.
A categorization as positive, negative, ambivalent or neutral was made based on
the evaluative statements formulated either by the author or within quotations.
Evaluations of autonomous driving could be expressed in the form of positive or
negative adjectives, metaphors or comparisons. A positive evaluation was
recorded when autonomous driving was presented as desirable, for example
through formulations such as ‘important key technology’ or ‘magic technology’.
The evaluation was negative when formulations such as ‘futuristic nightmare’ or
‘death algorithm’ were used, presenting autonomous driving as bad and
dangerous. If both positive and negative evaluations were found in the article, it
was classified as ambivalent.

Newspaper, source, form of presentation, topic, length and occurrence of accidents were
considered as influencing factors on level of detail and bias. To identify the impact
of accidents, routinely published articles were distinguished from those that
appeared within 14 days after an accident.

Results In total, 359 articles in the newspapers under study reported on autonomous
driving between May 2017 and October 2018. As shown in Figure 1, during this
period, there is no significant trend in the number of articles. The higher number of
articles in September 2017, January and March 2018 can most probably be
attributed to accidents involving autonomous or automated vehicles that occurred
during these months. On 22 January 2018, a Tesla with automated driving
functions collided with a parking fire truck. In March 2018, two accidents with
severe injury to humans occurred: on 18 March 2018, an Uber test vehicle, and on
23 March 2018, a Tesla were involved in deadly accidents.

Figure 1. Number of articles over time.
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Level of detail

The average level of detail in the articles is low (M = .27; SD = .18, scale from 0 to 1),
which does not differ considerably among different newspapers. Ten percent
(n = 34) of the articles do not provide any scientific details. Regarding the degree
of automation, a plethora of terms is used. In sum 350 different terms, such as
‘self-driving bus’ (‘selbstfahrender Bus’), ‘robot’ (‘Roboter’), ‘semi-autonomous’
(‘semiautonom’), ‘autarkic driving’ (‘autark fahrend’) or neologisms like
‘self-steering car’ (‘Selbstlenkauto’) complicate the identification of the type of
autonomous or automated vehicle involved in these articles.

We identified four relevant types of information about the degree of automation. The
most frequently used type to describe the degree of automation within an article is
the literal description (50%, n = 180) which explains, for example, which driving
function is performed by the driver and which by the system. In 22% (n = 80)
official technical terms are used, such as ‘high automation’ or ‘conditional
automation’ (Figure 6 in the appendix), while 10% (n = 40) mention at least one
official level of automation, mainly ‘level 3’ (Figure 7 in the appendix). However, only
two articles refer to specific classification systems, which are also the only ones that
contain all four details. In 42% (n = 151) the degree of automation is not even
mentioned.

The majority of articles (71%, n = 253) does not explain the function of autonomous
and automated vehicle systems (Figure 2). If any explanation is given, it is mostly
very short, meaning the explanation contains only a few words or a single sentence
rather than a differentiated explanation of different components (17%, n = 61).

Figure 2. Explanation of autonomous driving in percent (%).

Specific application areas of automated and autonomous vehicles are mentioned in
52% of all articles, most frequently referred to as ‘robot taxi’ (25%), ‘private car’
(15%), or ‘public transport’ (13%) (Figure 8 in the appendix). Scenarios that include
the embedding of autonomous driving in more complex mobility concepts (for
example autonomous valet parking, platooning or smart city) are hardly discussed
(13%, n = 47).

Tonality and balance of arguments

As shown in Figure 3, the tonality within the heading (70%, n = 251) and within
the entire article (74%, n = 264) is predominantly neutral. If the tonality is not
neutral, the tonality of the heading tends to be negative, while the tonality within
the article turns out to be more positive. Thus, readers who only notice the
headlines get a more negative impression of autonomous driving than those who
read the whole article.
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Figure 3. Tonality of the heading (above) and within the article (below) in percent (%).

Concerning the arguments in the whole article, optimism predominates (Figure 4).
Since the ratio of optimistic to pessimistic arguments per article were computed to
determine the balance of the arguments, this analysis only refers to articles in
which at least one argument is mentioned (N = 311). First, the mean difference
between the frequency of optimistic and pessimistic arguments is 0.83 (SD = 1.96,
N = 311). Second, while 59% (n = 210) of all articles mention at least one
opportunity, only 35% (n = 126) of all articles mention one or more risks. If
catalyzers and obstacles are mentioned, the optimistic perspective predominates
here as well with references to catalyzers in 42% (n = 152) of all articles in contrast
to references to obstacles in 31% (n = 110).

Figure 4. Balance of arguments as difference between the frequencies of optimistic and
pessimistic arguments.

Besides the balance of arguments, we analyzed the contents of the individual
arguments (Figures 9 and 10 in the appendix): the majorities of arguments
regarding both opportunities (27%, n = 98) and risks (18%, n = 64) emphasize
safety issues. If mentioned, economy is the most important catalyzer (30%,
n = 109), whereas the legal situation is seen as the most important obstacle (16%,
n = 56, Figures 11 and 12 in the appendix).

Influencing factors

There is no theoretical evidence suggesting a correlation between the level of detail
and the balance of arguments and both variables correlate very weakly (r = .11,
p < .05, N = 311). Therefore, two multiple linear regression analyses were
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performed with the dummy coded non-metric variables medium, source, journalistic
form of presentation and topic.

The level of detail is predicted by the factors topic, newspaper, source, form of
presentation and occurrence of accidents (explained variance = 31%, F(18.332) = 9.56,
p < .001) in an OLS regression, with topic as the most important influence (Table 2
in the appendix). The length is the only factor that does not contribute to the
explanation of variance. Due to the dichotomous coding of the variables, the
non-standardized regression coefficients indicate the difference to the mean of the
reference category. Articles focusing on the topic technology and progress are
significantly more differentiated than articles on all other topics, except traffic.
Overall, the politics/law domain displays the lowest level of detail. However, if an
article is published after the occurrence of an accident, the level of detail increases
slightly.

The balance of arguments is solely predicted by the topic (explained variance = 19%,
F(7.303) = 9.85, p < .001) in an OLS regression (Table 3 in the appendix). Articles
on the subject of technology and progress contain, on average, more optimistic than
pessimistic arguments (B = 1.07). Articles focusing on traffic are even more
optimistic (B = 2.01). Politics/law, and economics also show an optimistic bias, as
they do not significantly differ from the reference group. In contrast, safety
(B = −1.42) and ethics (B = −1.82) have a significantly more pessimistic bias.

Although accidents do not affect the balance of arguments in the article, they do
alter the tonality (Figure 5). In the direct aftermath (within 14 days) of an accident
the overall tone is considerably more negative than during a regular period, which
is more strongly the case for the heading of the article, (Cramer’s V = .228, p < .01,
N = 359) but also occurs within the entire article (Cramer’s V = .153, p < .05,
N = 359).

Figure 5. Tonality of the heading in regular time and in the period after an accident (14
days).
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Discussion On average, the analyzed media coverage about autonomous driving featured only
limited scientific details, which is consistent to previous research on science and
technology coverage [van Atteveldt et al., 2014; Hijmans, Pleijter and Wester, 2003;
Racine et al., 2010]. It can be concluded that the mass media do not provide enough
information for the recipients to gain a sufficient understanding of autonomous
driving. Our content analysis supports the fear expressed by various authors
[Vellinga, 2017; Wolfers, 2017] that a major problem of the public discourse on this
new technology lies in the lack of detail concerning the degree of autonomy, the
used terms, and possible usage scenarios. However, the length of the article has no
influence on the amount of scientific details. Hence, very long articles do not
necessarily contain many details.

Although, not every single article can be expected to contain all scientific and
technical details, the overall coverage should present a complete and differentiated
picture of the new technology. Moreover, essential details, e.g., on the degree of
autonomy are needed to adequately understand the individual and social impact of
this technology. In particular, more than 40% of articles do not contain any
information on the degree of automation of their featured. Although the official
classification systems of the VDA and the BASt in Germany, as well as the SAE
international standard provide detailed overviews, the examined articles almost
never mentioned them. Media reporting synonymously used terms as ‘high
automation’ and ‘full automation’ although they have different meanings,
depending on the underlying classification system. In this way, a differentiated
public debate of this complex and multi-layered technology is rendered more
difficult, even more so by the multitude of ambiguous terms we identified.
However, this is not exclusively a problem of news coverage. As already mentioned
above, in the scientific discourse, different terms are used synonymously as well.

In accordance to Haboucha and colleagues [2017], we uncovered a lack of detail in
presenting application areas and different usage scenarios. Although about half of
all articles mentioned application areas, the media focuses on the use as ‘robot taxi’
and omits other aspects, such as applications in agriculture or in the context of
holistic new urban mobility concepts. While usage scenarios are already an integral
part of the scientific discourse, the majority of the articles under study do not
mention any of them. A higher level of detail between different terms with regard
to different development stages, levels of automation, and usage contexts would
provide a fundament for substantial discussions about risks and potentials of this
technology. Moreover, considering the relatively limited knowledge about
autonomous driving among the population [König and Neumayr, 2017; Schoettle
and Sivak, 2014], the undifferentiated coverage seems particularly critical
regarding the adoption of this technology.

The level of detail of the article, however, depends on its topic. Articles on
technology, progress, and traffic are more detailed than articles on other topics.
Nonetheless, scientific details are also important for political, economic, ethical and
safety issues. To be able to discuss problems in the mentioned areas, it is necessary
to know basic facts about the type and function of autonomous vehicle systems.
A lower level of detail in other topics compared to technology and progress is thus
disadvantageous. Although, after accidents with autonomous or automated
vehicles, the level of detail increases, this phenomenon vanishes shortly after the
event.
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Although, the media coverage may not be very detailed in regard of autonomous
vehicles, it is slightly optimistically biased. Positive arguments dominate, even
though pessimistic arguments are not completely neglected. Ambivalent
arguments — at least of the safety issue — can also be found in many acceptance
studies [Haboucha, Ishaq and Shiftan, 2017; König and Neumayr, 2017] and in the
scientific discourse on opportunities and risks of autonomous driving [Kalra and
Paddock, 2016; Schlag, 2016; Diehl and Diehl, 2018]. In addition, the tonality is
predominantly positive or neutral, albeit not as strong as for the balance of
arguments. Although, Taddicken and colleagues [2020] found a similar positive
bias, according to our study, the positivism is accompanied by considerably more
neutral articles.

A generally negative and critical attitude of the media, as described, for example,
by Kepplinger [1990], cannot be found for the reporting on autonomous driving in
this study. Although the overall presentation is rather optimistic, there is no clearly
positive or largely uncritical presentation of the technology, as in the field of
nanotechnology [Haslinger et al., 2012; Metag and Marcinkowski, 2014]. In
contrast, the headings are even frequently negative. In light of the results provided
by Anania and colleagues [2018] who found that reading negative headline lowers
the willingness to drive an autonomous vehicle, this could have a negative impact
on acceptance of autonomous driving.

However, the rather optimistic bias in coverage does not apply to all areas and
under all circumstances. While the coverage under the topics technology and
progress, politics/law and economics are primarily optimistic and articles on traffic
are even more optimistic, those on ethics and safety emphasize more risks and
obstacles.

Although speculations about the creation of irrational fears [e.g., Grunwald, 2015;
Fleischer and Schippl, 2018] cannot be confirmed in general by our analysis, there
are a few impacting factors. First, accidents with automated or autonomous cars
increase the frequency and negativity of the coverage — the latter in particular
within the headlines. Thus, accidents could lead to a sudden reinterpretation of
autonomous driving in public discourse, and should therefore be given special
attention in research. Second, especially in regard on ethics and safety issues, the
pessimistic and negative tone dominates while at the same time a differentiated
representation of the technology is absent, which could potentially contribute to
the mentioned feeling of negativism in the debate.

Limitations The paper at hand is [besides Taddicken et al., 2020] one of the first quantitative
content analyses of media reporting on autonomous driving, therefore, has some
limitations. Since there are no comparable studies to date, the index ‘level of detail’
is based on studies from the field of nanotechnology and an extensive literature
search in the field of autonomous driving. To achieve the most valid
operationalization of level of detail, further efforts should be taken to identify
relevant details for autonomous driving. Furthermore, the details were only
examined for their occurrence, but not for the correctness of the information in the
media coverage. Future research could address this research gap and examine to
what extent the information presented in the articles is correct.
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The topic of autonomous driving is still relatively new; social and technical
developments will continue to progress in the future; thus, its reporting is also in a
constant state of change. Thus, the paper represents a snapshot of the reporting
situation for the five most influencing — though by no means exclusive —
newspapers prior to the (widespread) launch of autonomous driving. We focused
on the specific keyword ‘autonomous driving’. However, as we uncovered, a wide
variety of terms are used to describe autonomous vehicles. It is possible, therefore,
that we did not find all articles published on this topic. Further research should
take this into account and include additional synonyms as keywords.

This study focused on the coverage in Germany. Comparative, international
studies can provide important indications as to whether cultural differences, for
example about the social status of the car or the openness towards new
technologies, have an influence on the reporting.

Conclusion Although there is variety among topics, neither the different types of autonomous
and automated vehicles are sufficiently depicted, nor comprehensive information
on their technical aspects has been given. However, to support the public
understanding of this new technology, a more detailed reporting on scientific in all
areas is required.

Neither dramatically pessimistic nor unconditionally optimistic reporting seems
appropriate. Indeed, the high number of articles without evaluation suggests that
autonomous driving has not been a controversial subject in the media so far. One
reason for this might be a lack of perceived affectedness, since autonomous driving
has not (yet) become part of people’s daily lives. However, recipients who only
read the headlines or consult ethic or safety topics may gain a more negative
impression — almost exclusively related to the safety of autonomous driving. This
negative image may intensify through the negative media coverage after accidents
involving autonomous vehicles, diminishing the positive effects of increased level
of detail.

Because autonomous driving is likely to gain relevance in the near future,
acceptance and communication processes are highly relevant for the
implementation and development of future mobility scenarios. It is not yet decided
what our mobility will look like in the next decades and which technologies,
scenarios, and concepts will prevail. Currently, vehicles ranked at levels 1 to 3 of
automation are already being used. To what extent fully automated vehicles will be
deployed in the future and whether further differentiation of the previous levels is
required remains uncertain at this point. As described above, democratic decisions
depend on knowledge of the current state of technological developments and the
relevant positions. If the coverage does neither adequately represent the
technology nor the associated positions, overestimating consequences becomes
more likely, and democratic decisions — based on rational knowledge — become
impossible. Citizens must be able to make informed decisions regarding different
mobility options and technologies. The assessment of consequences depends on
understanding the technology’s basics and their positive and negative impact. In
its role of providing a public sphere, forming opinions and acceptance, journalism
will have to adequately present this complex technology of autonomous driving for
ordinary consumers, who find it increasingly difficult to understand. It is by no
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means an easy task for journalism. Nevertheless, studies like ours can assist in
readjustment and, in time, provide benchmarks for adequate reporting on this
topic. This is particularly relevant for a so-called disruptive technology like
autonomous driving, which is presumed to have a sustainable impact not only on
mobility but also on urban architecture.

This is why communication scholars are called upon to address this subject more
closely. Questions that need to be addressed are: to what extent does a lack of detail
in media coverage cause recipients to develop false conceptions of autonomous
driving? How does the bias in coverage alter people’s perceptions and attitudes
towards this new technology? Moreover, do accidents damage the image of
autonomous vehicles? A further focus of future research could be on scenarios,
which include the embedding of autonomous driving in more complex mobility
concepts like smart cities.

Appendix A.
Figures

Figure 6. Frequency of official technical terms (multiple answers, all official technical terms
mentioned in the article).
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Figure 7. Frequency of levels of automation (multiple answers, all levels mentioned in the
article).

Figure 8. Frequency of application areas (multiple answers, all areas mentioned in the art-
icle).

Figure 9. Frequency of opportunities (multiple answers, all opportunities mentioned in the
article).
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Figure 10. Frequency of risks (multiple answers, all risks mentioned in the article).

Figure 11. Frequency of catalyzers (multiple answers, all catalyzers mentioned in the art-
icle).

Figure 12. Frequency of obstacles (multiple answers, all obstacles mentioned in the article).
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