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Internet technologies and specifically social media have drastically
changed science communication. The public no longer merely consume
science-related information but participate (for example, by rating and
disseminating) and generate their own content. Likewise, scientists are no
longer dependent on journalists as gatekeepers to spreading relevant
information. This paper identifies and reflects on relevant theoretical
strands that help to inform theoretical frameworks and research agendas.
Therefore, we discuss the technological structures and resulting
affordances, a new knowledge order and its actors, as well as trust and
rationality as important constructs.
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Context In recent years, the presence and the relevance of science communication has
changed significantly. This was particularly visible during the Covid-19 pandemic.
To “educate and actively communicate with the public” was found to be among the
most important non-pharmaceutical measures to decrease the Covid-19 spread
[Haug et al., 2020]. Research on prior pandemics and outbreaks demonstrates that
the knowledge — what to do exactly and why it is important — is a key variable to
predict whether people will adopt protection measures [Webster et al., 2020].
Therefore, communication is key when coping with these kinds of crises.

However, science communication is not only relevant during pandemics. Science
communication has increased in volume recently and generally been highlighted as
necessary for realizing the potential of science for effective decisions on both
individual and societal levels. Thus, it is important for democracy and keeping
citizens informed [Fischhoff and Scheufele, 2013]. Consequently, the field of science
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communication is of emerging importance, not least due to the increasing measures
of science policy and science associations.

The underlying overall trend has been considerably intensified by the digitalization
of media and communication. The advent and rise of the internet, and especially
social media, has radically transformed the communicative landscape in general as
well as specifically for science communication [Taddicken and Reif, 2016].
Nowadays, scientific issues are discussed in online environments both by experts
and laypeople. What was once reserved for meetings of scientists — only
connected to public discussion through press releases and reports from
professional journalists — has now been brought to all individuals through internet
platforms and applications. With this, we have changed communication practices
using new and different functionalities of online platforms, following from this an
increase of the diversity of actors and a changing interaction potential between
experts and laypeople, and thus between science and society. First, this paper aims
to systematically describe the changes that the emergence of social media has
brought about for science communication processes. Here, we specifically address
the changing communication practices. Second, we discuss three different
theoretical strands that need to be considered to explain the impact of the changing
media environments in greater depth. Here, we reflect on a) technological
affordances, b) the new knowledge order and its actors, and c) trust and rationality.
Based on this, we provide an outlook on demands for future research and first
conclusions for a theoretical framework.

Changing
communication
practices

Communication technologies have evolved and fundamentally transformed the
communication environment and communicators’ aims and expectations. As Lupia
and Sin [2003, p. 316] put it: “It is worth remembering that as recently as the early
1990s, such actions [posting to global audiences] were impossible for all but a few
world leaders, public figures and entertainment companies — and even for them
only at select moments. Now millions take such abilities for granted”.

The internet allows laypeople who were once seen as a passive audience to use
several forms of engagement. Taking different levels of user activity into account,
we differentiate between consuming, participating and generating [Taddicken,
2012; Taddicken and Reif, 2016]: consuming refers to individuals who watch, read or
view, but do not participate. Participating includes user-to-user interaction and
user-to-content interaction (such as ranking the content, liking, sharing with others,
and so on). This encompasses active behaviour but is largely characterized by
one-click activities and does not include the production of one’s own content.
Generating, by contrast, includes the creation and publication of one’s personal
content in the form of text, images, audio, and video [Shao, 2009; Taddicken, 2012;
Taddicken and Reif, 2016]. Writing comments can also be subsumed here, as people
need to formulate their thoughts, beliefs, and feelings in their own words when
commenting. In order to be able to derive theoretical implications, we describe in
the following what the three forms entail, and which empirical insights have been
found in the context of science communication.
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2.1 Consuming

The internet has become a major source of information on scientific issues
[National Science Board, 2018; Wissenschaft im Dialog, 2018]. In addition to the
traditional mass media, a broad range of content can be found online through
diverse platforms, including news sites, blogs, and social networking sites [O’Neill
and Boykoff, 2011]. Moreover, information that goes beyond journalistic content is
offered online, such as academic scientific information, governmental information,
policy and NGO statements, and large amounts of user-generated content.
Therefore, users can inform themselves about any scientific issue or method
through many different sources with varying levels of expertise. Even incorrect
information, possibly given by accident (misinformation), and besides intentionally
false messages that are often used for specific communication strategies, such as
damaging the reputation of a person, social group, organization or country
(disinformation) can be easily found and consumed online [cf. Egelhofer and
Lecheler, 2019; Garrett, 2017; Scheufele and Krause, 2019; Taddicken and Wolff,
2020].

However, individuals can be uninformed and mis-/disinformed all at once. For
example, they may be uninformed about how scientific processes work while being
mis-/disinformed about the facts of a specific scientific issue — and these factors
may influence each other [Scheufele and Krause, 2019]. Climate change [Allgaier,
2016] and vaccination [Donzelli et al., 2018] are just two examples of scientific
issues upon which a great deal of mis-/disinformation can be found online.

It is important to highlight that consumption is not genuinely passive but involves
active selection (see selective exposure theories in Knobloch-Westerwick [2015] as
well as research on attention and its relevance for selecting), as well as active
interpretation and processing of the information [LaRose and Eastin, 2004;
Ruggiero, 2000]. For example, Nauroth et al. [2014] showed that gamers devalue
science findings on the effects of playing games that contradict their own opinion
based on their social identity. On a more positive note, research has found that
users are generally competent to judge the credibility of science-related information
on social media [Stadtler et al., 2017; Winter and Krämer, 2012].

2.2 Participating

It has long been recognized that science communication is hugely influenced by
new forms of interaction, enabled by online media [Brossard, 2013]. Specifically,
social media platforms allow users to consume content and to interact with it, for
example, by rating or tagging online content or sharing it with others. This is
exceptionally popular among young adults [Hargittai, Füchslin and Schäfer, 2018].
We term this unelaborate form of contribution “participation”. Through these
actions, every user can contribute to the dissemination of specific messages (see the
concept of mass interpersonal persuasion by Fogg [2008]). For example, ‘likes’ have
been said to lead to a bandwagon effect insofar as more people will trust a message
if it has received many likes on social media [Sundar, Oeldorf-Hirsch and Xu,
2008]. Other research, however, has demonstrated that the impact of likes has
probably been overstated [Winter, Brückner and Krämer, 2015].
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2.3 Generating

Generating is a form of interaction with media content on social media, which is
even more active in that recipients post their own thoughts, beliefs or knowledge.
For example, blogs on science-related topics (e.g., HIV and potential protection
measures) written from a personal perspective can be more influential than formal
information sites [Neubaum and Krämer, 2015]. Similarly, YouTube influencers,
such as scientists Mai Thi Nguyen-Kim, Marius Angeschrien, or Doktor Whatson,
can significantly impact people’s beliefs about science — with resulting research
questions only just beginning to be analyzed [Reif, Kneisel et al., 2020]. Moreover,
less elaborate production such as commenting can also be influential and alter the
attitudes that recipients might develop based on the original piece of information
on a blog or in a written piece by a journalist [Gierth and Bromme, 2020; Winter,
Brückner and Krämer, 2015; Winter and Krämer, 2016]. Regarding the motives for
commenting, Nauroth et al. [2015] found that a threat to social identity can
motivate science-discrediting comments online. However, both the effects and the
motives for commenting online on science issues should be further analyzed.

Therefore, these new forms of potential reciprocal interaction have already been
shown to influence science communication. However, it is necessary to further
analyze these phenomena. In the following, we will focus on three theoretical
strands that will help address and explain the mechanisms of these new interaction
forms and communication opportunities. We will describe the affordances in the
sense of social media behaviour with their technological structures. Then we reflect
on the new knowledge order and its various actors, including scientists and
journalists and the public, to an increasing extent. Finally, we discuss trust and
rationality as important concepts for future theorizing.

Technological
structures and
affordances

To advance our understanding of online engagement with science, it is important
to consider the technological structures of these different online communication
behaviours. As technology determines the structure of communication,
technological aspects influence how people act, such as liking, sharing, tagging,
and the use of algorithm-based recommendations; how they communicate, such as
using emoticons, linking to other sources or addressing specific users; and how
they perceive content, such as layout aspects, the presence or absence of the
number of followers and likes, and the possibility of interactivity [Greussing, 2020].
The multimodality of online environments as well as particular platform
vernaculars play a crucial role [Pearce et al., 2020].

A prominent and important concept of online activity that considers the technology
perspective is the concept of affordances. This concept was initially introduced by
Gibson [1979] and refers to the inherent values and meanings of things in the
environment, which can be directly perceived and linked to the action possibilities
offered. ‘Everyday things’ can be designed such that the user can easily infer what
they can afford [Norman, 2013]. This concept is increasingly used to refer to
technology when thinking about online users and individual online activities. It is
argued that online networks and platforms help to shape discussion networks and
influence participation in different ways [Halpern and Gibbs, 2013]. With this, the
relevance of architecture is emphasized.
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This is how the concept of affordances comes into play when thinking about
people’s online engagement with science-related issues. Boyd [2010] uses this
concept in her approach of ‘networked publics’, which is relevant because she
describes ‘networked publics’ as “simultaneously (1) the space constructed through
networked technologies and (2) the imagined collective that emerges as a result of
the intersection of people, technology, and practice” [Boyd, 2010, p. 39]. The
technological structures possess certain affordances that affect how people interact
with and behave in communication environments. Affordances “do not dictate
participants’ behaviour, but they do configure the environment in a way that
shapes participants’ engagement” [Boyd, 2010, p. 39]. Networked technologies
have reorganized how information flows and how people interact with each other,
and have thus defined ‘networked publics’ from traditional concepts of the public
sphere. Boyd [2010] speaks of digital architectures as “structural forces” [p. 42].
The ‘networked publics’ are not only ‘publics networked together’, but are
fundamentally transformed by the networked media, their properties and
possibilities. Above all, Boyd emphasizes the persistence, reproducibility,
scalability and searchability of content [Boyd, 2010, pp. 46–48]. These are not new
in themselves, but are fundamental in a new way.

Affordances reshape public spheres, both directly and through the practices that
people develop to deal with them, which must be considered when thinking about
people’s online engagement with science-related issues. Affordances, seen as
structural forces, are relevant. Concerning the online environment and networked
publics, these are invisible audiences (not all audiences are visible when a person is
contributing online nor are they necessarily co-present), collapsed contexts (the
lack of spatial, social, and temporal boundaries makes it difficult to maintain
distinct social contexts), and the blurring of public and private (without control
over the context, public and private become meaningless binaries, are scaled in
new ways, and are difficult to maintain as distinct) [Boyd, 2010, p. 52]. Although
research on affordances and how these affect online users has recently become
popular, analyses concerning scientific issues are still lacking.

The new
knowledge order
and its actors

Moreover, it is important to acknowledge that the modern media environment is
characterized by the interrelation of traditional mass media, online platforms, and
social media, meaning that so-called hybrid public spheres have emerged
[Chadwick, 2013]. These conditions of the new media environments have radically
transformed the public sphere, and a fundamental change in the knowledge system
has been initiated. In their recently developed theoretical framework, Neuberger
et al. [2019] call this ‘The Digital Transformation of the Knowledge Order’. This
framework aims to systematically describe and explain the digital transformation
of the genesis, examination, distribution and acquisition of knowledge. The
authors refer to the basic concepts of truth, knowledge and rationality, and
distinguish between phases, contexts, hierarchical levels and roles. Online
environments dissolve the previous order of knowledge by collapsing contexts,
levelling epistemic hierarchies, dissolving phase successions in the knowledge
process, and opening access to previously exclusive roles and through the
emergence of hybrid roles.

The model has been developed with a robust journalistic focus but offers great
potential to review the state of research and to develop a research agenda for the
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science communication context in order to reflect online engagement with science.
It helps to differentiate between different individual engagement behaviours and
their social embeddedness concerning functions and contributions to the public
discourse. However, although Neuberger et al. [2019] have started to adapt their
framework from the journalistic system to science, this has yet to be fully
developed. In the following, we address the opening of access to previously
exclusive roles and the levelling of epistemic hierarchies.

Opening access to exclusive roles: a new diversity of actors

Communication barriers to online arenas are low [Lörcher and Taddicken, 2017;
Schmidt, 2013]. The transformed communication environment provides significant
participatory potential for science communication [O’Neill and Boykoff, 2011]. On
the one hand, this opens the exclusive role of communicating on scientific
processes and findings to a plurality of new actors with the potential of engaging
the non-engaged. On the other hand, this gives stage to ‘fake experts’, such as
self-appropriated experts, conspiracy theorists and other actors with persuasive
strategies in mind. This is met with concern, as the absence of traditional
gatekeepers can lead to a spread of information that has not been fact-checked and
is incorrect.

With regard to the Covid-19 pandemic, the WHO highlighted the problem of the
so-called “infodemic” [World Health Organization, 2020], meaning that people
receive information about SARS-CoV-2 through various sources: via traditional
journalistic media that translate scientific information for the general public based
on professional routines and standards [Briggs and Hallin, 2010; Szczuka, Meinert
and Krämer, 2020] — but also via alternative news media (in particular, social
media and other online channels) that might add their own ideological spin and
contribute to the spread of (potentially dangerous) ‘fake news’ or conspiracy
theories [Boberg et al., 2020].

This is related to dramatic (re)assessments of professional competences in the
public arena (see Bucchi [1996] for similar claims) and dissolutions of the
traditional hierarchy of professional knowledge generation [Neuberger et al., 2019].
Online environments increase the blurring of boundaries between (scientific)
experts and non-experts, calling the sovereignty of interpretation of science
[Kienhues, Jucks and Bromme, 2020] into question.

Levelling of epistemic hierarchies: changing interaction potential

The blurring boundaries between (scientific) experts and non-experts are
acknowledged within the changing communication environments. In this regard,
members of what was once considered the passive audience now have various
possibilities to engage with scientific issues: they can pose questions to scientists
who provide information in podcasts or blogs, challenge their views, or participate
in data collection or consolidation of research questions in online formats. Indeed,
they may even have higher levels of expertise than the professional gatekeeper, the
journalist. As an example, Huber [2014] outlined that journalists can learn from
user comments about their online articles: interviewed journalists reported that
users detect errors, add relevant information and links, and so on.
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However, it is not just laypeople who are involved in the online communication on
science, recently and particularly during the pandemic scientists also seem to
involve themselves in the online discourse — often entering a new field of
professional activities and accessing an arena of direct communication with the
public. Thereby, scientists tend to take roles that were previously filled by
journalists. For instance, they might run their own blog, use Twitter or provide
science videos on a YouTube channel. The scientists’ online channels, such as
Twitter or podcasts, have already been shown as effective on the willingness to
adhere to the protective measures against the spread of Covid-19 [Szczuka, Meinert
and Krämer, 2020].

Moreover, the scientists may also engage publicly online by participating, for
instance, by writing user comments [Huber, Wetzstein and Aichberger, 2019;
Shanahan, 2010] and with this correcting misinformation online [Vraga and Bode,
2017]. Thus, scientists can function as professional gatekeepers.

Overall, this direct communication from science to the public represents an
important development of science communication [e.g., Nisbet and Scheufele,
2009].

Trust and
rationality

In order to be able to tailor the two previous theoretical strands more closely to
science communication, the constructs of trust and rationality warrant increased
attention as they are closely related with science and scientific issues. Scientific
information is overly complex and intrinsically uncertain [Popper, 2002], making it
difficult for non-scientists/laypeople to make appropriate assessments [Maier and
Taddicken, 2013]. This is especially true for so-called socioscientific issues, which
are controversial, socially relevant, real-world problems that are informed by
science and often include an ethical component [Sadler, Barab and Scott, 2007].
Over time, science has become increasingly professionalized, which has
strengthened the boundaries to the public. Although functional roles have begun to
transform (see above), science is still culturally distant for many individuals
[Guenther, Weingart and Meyer, 2018]. Along with this functional differentiation of
society, the relevance of trust becomes evident [Kohring, 2016].

Bromme and Gierth [2021] provide a profound analysis of why people’s trust in
science and scientists plays a more important role than understanding science.
They argue that the public understanding of science is bounded in the sense that
for large parts of the public, their understanding is limited [Simon, 1955; Simon,
1979]. This has already been demonstrated in school studies, which revealed that
scientific literacy largely varies between individuals, cultures, and societies.
However, these results refer to scientific knowledge taught at school, which in
principle is understandable and certain, while many scientific topics related to
everyday problems and discussed in the media are not. Therefore, further
constraints of understanding results from the potentially unlimited depth of
scientific explanations and the complexity of the methods and procedures involved.
This is even more important when it comes to conflicting scientific knowledge
claims, such as health-related information (as can currently be found regarding
SARS-CoV-2). In this case, the public needs to decide which of the conflicting
knowledge claims are true for the wider public. Bromme and Gierth [2021] argue
that: “most members of the general public are not able to decide by virtue of their
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own understanding of the relevant topic which scientific knowledge claim should
be adopted as a true belief (in the sense of being justified scientifically)” [w.p.].

In addition, even if a scientific issue is, in principle, comprehensible for the general
public, this does not necessarily lead to a thorough rational processing of the
available information. Numerous theories describe that based on the fact that
human’s cognitive resources are bounded, they will retreat to a more heuristic
instead of analytical thinking — especially when competing tasks are present or a
lack of involvement and motivation is given [see Dual-process theory of system 1
and system 2, Evans, 2008; Kahneman and Frederick, 2002; Stanovich and West,
2000; Elaboration-likelihood model, Petty and Cacioppo, 1986; Heuristic-systematic
model, Chaiken, 1980, and others] or under the impression of uncertainty
[Kahneman and Frederick, 2002; Kahneman, Slovic and Tversky, 2018; Stanovich
and West, 2002]. All these theories contrast fast, automatic, or unconscious with
slow, effortful, and conscious processes of reasoning or judgement and
decision-making [Evans, 2008]. With regard to the online context, it is
well-documented that especially when interacting with social media information,
heuristic processing becomes prevalent [Winter, 2020]. For example, social
recommendations have been found to change users’ calculus and heuristics used
for information selection decisions [Messing and Westwood, 2014; Metzger,
Flanagin and Medders, 2010].

Given an inability and/or unwillingness to thoroughly process information, an
important way to reach the public is through trust. In line with this, the problem
shifts away from the question of the plausibility of the content (“What to believe?”)
to the question of the trustworthiness of its respective sources (“Whom to
believe?”) [Bromme and Kienhues, 2014]. Although this form of “epistemic trust”
[Sperber et al., 2010] seems to be at odds with scientific reasoning and
argumentation, it is the only chance for those who cannot evaluate the evidence for
themselves. Still, this does not need to be seen as a denial of rationality: the topic of
this reasoning is no longer seen as science as a cognitive structure but rather science
as a social system. Three dimensions of trust in scientists have been distinguished:
expertise, integrity, and benevolence [Hendriks, Kienhues and Bromme, 2015].
However, the acceptance of scientific knowledge as a valid belief becomes
additionally relevant, is influenced by processes of motivated reasoning [Kunda,
1990], and is subject to confirmation bias. Nevertheless, Bromme and Gierth [2021]
argue that citizens’ capability to make judgments of trust is less bounded than their
capability to judge which results from a set of competing claims that are true.

Given this, the often suspected general and fundamental loss of trust in elites
[“crisis of faith”, Garrett, 2017] is even more threatening. Not only are politicians
members of the societal elite, but scientists are too. Therefore, this has to be
considered when researching online engagement with scientific issues [Bauer,
Allum and Miller, 2007; Gauchat, 2012; Kohring, 2016].

The general trust of individuals in science correlates with their attitudes toward
science [Guenther and Joubert, 2017; Marques, Critchley and Walshe, 2015]. The
increased specialization of science led to the need for intermediaries to pass on
information to the public [Weingart, 2002; Weingart and Guenther, 2016]. Hence,
trust in science is primarily shaped through media information [Anderson et al.,
2012; Brewer and Ley, 2013; Chryst et al., 2018]. However, intermediaries and their
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functional roles have begun to fundamentally transform, and it remains unclear
whether the new aspects of the media environment foster or hinder public trust in
science [Huber, Barnidge et al., 2019].

Conclusion and
first steps toward
a theoretical
framework and a
future research
agenda

Although the research on science communication has significantly increased
during the last few decades and a ‘science of science communication’ [Fischhoff
and Scheufele, 2013] has been established, there are still substantial research gaps
— particularly when it comes to questions regarding online and social media. In
particular, the current situation of the novel coronavirus pandemic has highlighted
the enormous relevance of online and direct science communication and informed
evidence-based decisions of politicians as well as citizens.

Despite the relevance of science and science communication in modern societies,
the potential benefits and threats of social media have both been mostly analyzed
in the context of politics and political communication [Gil de Zúñiga, Huber and
Strauß, 2018; Scheufele, 2013; Scheufele and Krause, 2019]. Only a small proportion
of studies have addressed the dissemination of science and online discussion of
science-related topics. However, these are no less important for democracy and
informed citizens [Fischhoff and Scheufele, 2013]. For example,
mis-/disinformation regarding science topics can affect participation in climate
protection, the formation of filter bubbles around vaccine sceptics to undermine
health protection measures, or hate speech towards scientists, hindering their
ability to present their findings to the public [Scheufele and Krause, 2019]. Even
though these issues are of clear societal relevance, little is known about how
laypeople engage in online discourse on scientific issues [Brossard, 2013; Davies
and Hara, 2017]. There is an urgent need to understand how citizens engage with
science and how the way in which such scientific information presented affects this
engagement.

As discussed above, different levels of user activity (consuming, participating,
generating) have to be distinguished for deeper insight. Moreover, activities must
be analyzed against the background of the wider context of societal transformation.
For this, we picked up the most prominent strands of technological affordances, a
new knowledge order and aspects of trust and rationality. In the following, we will
attempt to highlight challenges for future research against this background.

1. On the consumption level, it needs to be highlighted that the internet, and in
particular social media, allows for a more intensive and diverse amount of
information exposure. Online users may be exposed to and engage with a
greater volume and a broader range of science news, for example, by
incidental news exposure based on algorithmic recommendation or social
network sharing, and this heightened exposure can foster trust in science
[Huber, Wetzstein and Aichberger, 2019; Nisbet, Scheufele et al., 2002].
Moreover, online information is supplemented by social recommendations,
such as ratings and comments, which affects content perception and
credibility judgements [Winter and Krämer, 2014; Winter and Krämer, 2016]
as well as information processing [Messing and Westwood, 2014; Metzger,
Flanagin and Medders, 2010]. In addition, it has been shown that users prefer
scientists themselves to present scientific information rather than journalists
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because scientists are perceived as more trustworthy, more precise, and more
objective [Huber, Wetzstein and Aichberger, 2019].
Future research needs to further elucidate the challenges of finding and
selecting valuable and valid information on science issues and how users
cope with these. Depending on users’ motivations to consume science
information (e.g., defence motivations were found to amplify the
confirmation bias effect, Winter, Metzger and Flanagin [2016]) and the
different ways (or systems) of processing, it is important to discuss how the
technological affordances of new media environments affect a user’s media
consumption behaviour.
Moreover, it is important to widen the focus to the actors that provide the
information as a new and seemingly unmanageable variety of new actors
appears on stage. The relevant theoretical strand is, therefore, focused on the
role of trust and rationality. It is important to acknowledge in future
theorizing and empirical analyses that most people will not be able to decide
what to believe in the virtue of the specific message but merely based on a
person’s expertise. However, the decision on who to trust is complicated by
varying and collapsing contexts. Whereas an actor might be able to provide
valuable scientific expertise in one context and regarding one issue, he or she
might not know about another. A paediatrician might be able to provide
relevant knowledge on the extent to which children might suffer from
physical distancing during pandemic-related lockdowns but might not be an
expert on the specificities of virus dispersion in children. Therefore, it is
challenging to decide who to trust. In order to support laypeople with these
kinds of decisions in the future, it is important to better understand the
mechanisms and conditions of yielding trust.

2. On the participation level: participation and dialogue are generally seen as an
effective means of creating a relationship of trust between science and the
public [Sturgis, 2014]. The new media environments offer unique potential for
low-threshold participation opportunity for many different users [Brossard,
2013; Brossard and Schefeule, 2013; Lörcher and Neverla, 2015; Lörcher and
Taddicken, 2017; Stilgoe, Lock and Wilsdon, 2014]. However, it is still unclear
how this affects the trust relationship between science and the public [Reif
and Guenther, n.d.]. This research gap is crucial, as Huber, Barnidge et al.
[2019] conclude from their 20-country multilevel analysis that social media
news use is more strongly related to trust in science than is traditional news
use. However, the mechanisms and processes behind this finding are yet to be
thoroughly investigated. This need is particularly relevant as other research
suggests that given the greater variety of social media actors more emotional
postings are available in social media that are more prone to instil emotions
instead of increasing fact-based knowledge [Stieglitz and Dang-Xuan, 2013].
The theoretical considerations regarding social media affordances are relevant
regarding participation. Here, the degree to which the technological
structures of platforms influence the way the public engages with science
needs to be better understood. A better comprehension of relevant
mechanisms will also enable the design of more helpful platforms for science
communication. For example, the choice of features which will be
particularly helpful for beneficial interactions between scientists, journalists
and the public is possible.
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Besides the role of affordances, the relevance of algorithms in selecting and
providing information on science issues should be considered. Although
previous research shows heterogenous results on the impact of algorithms on
individual and public opinion formation and discourse processes, the way
users encounter information as well as the role of personalisation is a key
concern [Diakopoulos and Koliska, 2017] and should become of focus for
public science communication.

3. On the generating level, even less is known about how this behaviour —
either of lay users or of scientists — affects trust and credibility judgements.
Here, the new roles of scientists need to be considered: as scientists
themselves increasingly engage in public online discourse by (participating
and) generating, such as reacting to mis-/disinformation or commenting on
journalistic content referencing their work, scholarly attention should
increase regarding the understanding of reciprocal and dialogue-oriented
processes of science-related discussions. Here, it is important to understand
more deeply why, how and with what impact people engage — lay users and
scientists. It is also to elucidate how potential convergences on the level of
communication about science issues affect the generating of scientific
findings, and thus add to the processes of generating evidence and its
interpretations. The levelling of epistemic hierarchies challenges the
functions and roles of scientists as well as of non-scientists.

This paper aimed to identify and reflect on relevant theoretical strands and thus
help to inform theoretical frameworks and research agendas. We believe that it is
important to consider the described transformative context changes as these will
seemingly (further) significantly change science communication in the future.
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