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We developed a multi-touch interface for the citizen science video game Foldit, in which
players manipulate 3D protein structures, and compared multi-touch and mouse interfaces
in a 41-subject user study. We found that participants performed similarly in both interfaces
and did not have an overall preference for either interface. However, results indicate that
for tasks involving guided movement to dock protein parts, subjects using the
multi-touch interface completed tasks more accurately with fewer moves, and reported
higher attention and spatial presence. For tasks involving direct selection and
dragging of points, subjects using the mouse interface performed fewer camera
adjustments.
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1     Introduction

Citizen science games have, in recent years, begun to actively engage the general public
and participants from a variety of backgrounds in scientific research [Cooper et al., 2010].
In these projects, game elements [Deterding et al., 2011] may be used for motivating
players to participate in tasks that are difficult to automate and might otherwise be tedious
or lack motivating rewards. Several such projects involve participants in manipulating
complex 3D structures. Eyewire [Kim et al., 2014], for example, involves players in
reconstructing the 3D shape of neurons, and Foldit [Cooper et al., 2010] involves
players in 3D protein structure manipulation. However, these spatial and structural
manipulations are typically carried out using the mouse, which allows only one point of
interaction. Touchscreens with multi-touch support can allow more flexible and
powerful interactions with 3D structures. Could citizen science game projects benefit
from the proliferation of these devices and screens by implementing multi-touch
manipulations?


   This work, in particular, looks at the 3D protein manipulation interface of Foldit
[Cooper et al., 2010]. Foldit is an online protein folding and design game, which provides
players with numerous tools for interactively modifying protein structures, seeking to find
a structure’s global energy minimum; that is, the configuration of the protein predicted to
have the lowest energy. Foldit is built on top of the powerful Rosetta molecular modeling
suite [Leaver-Fay et al., 2011], which provides not only the protein structure
model, but also an energy function used to provide players with feedback on the
quality of their structure. Foldit is targeted at citizen scientists, who come from a
variety of backgrounds and familiarity levels with biochemistry [Cooper et al.,
2010].
                                                                             
                                                                             


   With the proliferation of smartphones and tablets, touch screen interfaces have
become widely popular for games. Today, mobile games are played by millions
of people using touch interfaces every day. In order to maximize the potential
contributors to scientific discovery in Foldit we designed and implemented a touch
interface for the game, based on standard interaction techniques for touch interfaces
[Jankowski and Hachet, 2015]. We evaluated the interface in a comparative user study
with 41 subjects against the standard mouse based interface. In our user study
comparing both interfaces, we found that participants performed very similarly using
multi-touch and mouse interaction for Foldit. However, the results indicate that for
tasks involving guided rigid body manipulations (e.g. translation and rotation)
the multi-touch interface may have benefits, while for tasks involving direct
selection and dragging of points the mouse interface may have benefits. Even
though subjects overall had no preference for one or the other interface and no
differences in subjective usability, enjoyment or mental demand were present,
participants reported higher attention and spatial presence using the multi-touch
interface.


   This work contributes an examination of mouse and multi-touch use for interactive
protein manipulation with feedback from an energy function, by a mix of scientifically
novice and experienced users in two types of tasks. The overall similar results for touch
and mouse based interfaces indicate that Foldit can be played on touch screens without
compromises in usability and player performance, potentially opening the game
for a bigger player base. Further, use of multi-touch may improve outcomes
where rigid body manipulations are needed, such as docking multiple protein
structures.



   

2     Background

In this section, we give an overview of the related work for mouse and multi-touch based
interfaces as well as manipulation of molecular structures.



   

2.1     Mouse and multi-touch

Multiple studies have explored the differences between direct touch input and mouse
input. Watson et al. [Watson et al., 2013] studied the difference in participant performance
and overall experience during game playing and concluded that direct touch input
improved performance, with regard to speed and accuracy, as well as resulting in a more
positive overall experience, with regard to enjoyment, motivation, positive feeling, and
immersion of system use. These results are also compatible with the research
done by Drucker et al. [Drucker et al., 2013], who studied user performance in
a touch interface based on a traditional WIMP (Windows, Icons, Menus, and
                                                                             
                                                                             
Pointers) or FLUID interface design. Further research also showed that direct touch
input is preferential to mouse input, in terms of overall speed and subjective
enjoyment. Knoedel et al. [Knoedel and Hachet, 2011] showed that rotations,
scaling, and translations (RST) from direct-touch gestures shorten completion
times, but indirect interaction improves efficiency and precision. Despite higher
overall performances and enjoyment levels with touch input, it has been shown in
some studies that touch is also related to less accurate cursor positioning than
mouse input. This inconsistency has been attributed to potential differences in
target size. Contrary to other studies, a recent comparison of mouse, touch, and
tangible input for 3D positioning tasks by Besançon et al. [Besançon et al.,
2017] showed that they are all equally well suited for precise 3D positioning
tasks.


   Interacting with 3D content on screens comprises special challenges covered by many
publications in research. Particularly, the gap between the two-dimensional inputs and
performing a three-dimensional interaction raises problems. Mouse-based applications
often use transformation widgets in order to deal with this problem. Cohe et
al. developed a 3D transformation widget especially designed for touchscreens [Cohé,
Dècle and Hachet, 2011]. Developing and evaluating touch-based interactions for
independent fine-grained object translation, rotation and scaling Wu et al. [Wu
et al., 2015], could show that direct manipulation based interactions outperform
widget-based techniques regarding both the efficiency and fluency. However,
Fiorella et al. [Fiorella, Sanna and Lamberti, 2010] showed that when it comes to
fine control of objects differences between direct manipulation and GUI based
manipulation interfaces are strongly reduced. Making 3D rotation accessible to
novice users on touchscreen was looked at by Rousset et al. [Rousset, Bérard and
Ortega, 2014], who designed two-finger based gestures with a surjective mapping.
Different dedicated gestures have been developed using two or more fingers to
control 6 DOFs (degrees of freedom) for the manipulation of 3D Objects [Herrlich,
Walther-Franks and Malaka, 2011; Liu et al., 2012; Reisman, Davidson and Han,
2009]. Hancock et al. developed different rotation and translation techniques for
tabletop displays [Hancock, Carpendale, Vernier et al., 2006] and compared one,
two, and tree touch point based rotation and translation techniques [Hancock,
Carpendale and Cockburn, 2007]. Based on this work they also developed a force-based
interaction in combination with full 6 DOF manipulation [Hancock, Ten Cate and
Carpendale, 2009]. Today a wide variety of direct manipulation gestures are available,
which are well understood in terms of performance and ergonomics [Hoggan,
Nacenta et al., 2013; Hoggan, Williamson et al., 2013; Jankowski and Hachet,
2015].



   

2.2     Interactive molecular manipulation

Interactive manipulation of computational models of proteins and other molecular
structures has been the subject of study for several decades, with applications in
understanding naturally-occurring structures as well as designing novel synthetic ones
with new functions. Early work by Levinthal [Levinthal, 1966] and the Sculpt system
                                                                             
                                                                             
developed by Surles et al. [Surles et al., 1994] explored tools for manipulating proteins
with aims of energy minimization.


   Since then, a variety of scenarios involving novel input technologies for molecular
manipulation have been explored and evaluated. These include improving performance
using force feedback in a simplified 6 DOF spring-based energy minimization [Ming,
Beard and Brooks, 1989]; bimanual scientist creation of molecular structures and
animations [Waldon et al., 2014]; multiple scientists interacting with visualizations using
multi-touch tables [Forlines and Lilien, 2008; Logtenberg, 2008; Logtenberg, 2009]; using
Kinect and/or Leap Motion, targeted at scientists and learners [Alsayegh, Paramonov and
Makatsoris, 2013; Hsiao, Cooper et al., 2014; Hsiao, Sun et al., 2016; Jamie and McRae,
2011; Sabir et al., 2013]; camera control with a separate touchscreen device [Lam and Siu,
2017]; as well as tangible [Sankaranarayanan et al., 2003] and “mixed reality” models
[Gillet et al., 2005].


   Overall, previous work in multi-touch molecular manipulation has largely focused on
experts, use of simplified energy models or only visualizations, and often only one type of
manipulation. In this work, we focus on the situation most relevant to a citizen science use
case of multi-touch: users with a variety of scientific backgrounds, a complex energy
function, and multiple types of manipulation.



   

3     Game design

In this work, we implemented a multi-touch interface for three common interactions in Foldit.
Foldit already provided mouse interactions for these three tasks. A summary of the interactions
used is given in Table 1. First, Foldit allows the player to change the camera orientation,
position and zoom. It is necessary to have different views onto the protein in order to be able
to explore and manipulate the structure. Second, Foldit implements a pull action in order to
flexibly change the protein structure itself. The protein structure changes so that the selected
part of the protein follows the position of the pull action. Last, players have to be able to
change the position of a protein in order to position different protein parts relative to each other.
   


                                                                             
                                                                             
   




                                                                             
                                                                             
 Table 1: Summary of interactions.
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Mouse camera.
   The camera can be changed by a left click and drag on the background in order to
change the camera rotation around two axes. This is done by projecting the previous and
current mouse positions onto a sphere in the center of the viewport. The axis and angle of
the rotation between the two projected points are calculated and used to rotate the camera.
The camera can also be translated using a right click and drag on the background. This is
implemented similar to the rotation. The previous and current mouse positions are
projected into the world space and the intersections with the plane in the center of the
viewport are calculated. The translation between the two points on the plane is
then applied to the camera. The camera zoom can be changed using the scroll
wheel of the mouse. The relative changes of the mouse wheel are applied to a
zoom factor, moving the camera closer to or further away from the center of the
viewport.


Mouse pull.
   The protein structure can be changed flexibly using the pull action. This action can be
initiated by a left click on part of the protein followed by a drag in the desired direction.
An arrow between the selected part of the protein and the current mouse position
indicates the pull action and visualizes the direction of the protein manipulation. The
underlying software library Rosetta that is used for the computational modeling and
analysis of the protein structures in Foldit recalculates the structure of the protein. This is
done by locking the part of the protein which is furthest away from the point of
interaction in place and adding a constraint that the selected part of the protein is as
close as possible to a projected world space point of the current mouse position.
The protein structure is constantly recalculated during the action and changes
flexibly and dynamically. The action ends by releasing the pressed left mouse
button.


Mouse move.
   In some cases, proteins consist of multiple individual parts that have to be positioned
in a specific relationship to each other in order to form a low energy composition. For this
case, it is necessary to change the position of the protein parts relative to each other.
Translation and rotation actions can be initiated by clicking once onto the protein with the
left mouse button. A transformation widget consisting of two crossed arrows and a
third curved arrow appears on release of the mouse, shown in Figure 1. Left
clicking on the arrows and dragging rotates the protein around the center of
                                                                             
                                                                             
the transformation widget. Rotation around three axes is available to the user
by dragging the mouse left/right, up/down and by dragging on the curved
arrow in order to rotate along the view axis of the camera. Using a right click and
drag on the transformation widget performs a translation. The translation is
dependent on the view direction of the camera. The protein can be translated
left/right and up/down on a plane in world space, keeping the distance to the
camera.
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Figure 1: Protein manipulations in the mouse-based interface. A pull action (left),
and a protein consisting of two individual parts with transformation widget (right),
are shown.

                                                                             
                                                                             
   





   3.1     Multi-touch

For this work we implemented a multi-touch interface, making it possible to play Foldit
on a touchscreen. The implemented touch gestures are based on best practice interface
guidelines1,2
and on touch interface guidelines from Wigdor and Wixon [Wigdor and Wixon, 2011]. In
order to be able to interact with the standard game interface, e.g. select action, undo, etc.,
we implemented multi-touch such that if only one touch point is active it simulates a
mouse event, making it possible to interact with game in a familiar fashion. If more than
one touch point is active, they are used to implement touch-based transformations,
e.g. pinch and zoom.


Multi-touch camera.
   The camera can be changed in 6 DOFs in total — rotation around three axes and
translation in 3D space. With one finger touch and drag on the background the rotation
around an axis can be controlled in a similar way as with the mouse. Additional controls
can be performed with two or more fingers. When touching the background and moving
with two or more fingers we calculate a 2D transformation between the previous and
current finger positions, using a least squares estimator for non-reflective similarity
transformation matrices. Such transformations are affine transformations with translation,
rotation, and/or uniform scaling, and without reflection or shearing [Palén, 2016]. The
translation is projected onto a plane in the center of the viewport in order to form
a 3D transformation in world space, which is then applied to the camera. The
2D rotation of the transformation is applied along the view axis of the camera
rotating the camera in 3D space. The scale calculated by the transformation is
directly applied to the zoom factor of the camera moving it closer or further away
from the center of the viewport. This technique allows the user to use familiar
gestures like translate, rotate and zoom with two or more fingers to operate the
camera.


Multi-touch pull.
   While the mouse-based interface is only capable of pull actions at a single point of the
protein, the multi-touch interface allows for pull interactions at multiple points at the
same time. In order to empower players to manipulate proteins more according to their
intention, we extended the interface to allow for multiple pull actions at the same time,
shown in Figure 2. Each touch on a protein starts a new pull action at this point of the
protein. While dragging, the constrained recalculation of the protein structure
                                                                             
                                                                             
receives constraints to best match each protein point to each touch point. While
using the mouse, the protein was locked in place at the furthest part away from
the part that was pulled. This is no longer feasible for multiple pull actions at
the same time. Therefore, we unlock the position of the protein if more than
one pull is performed at the same time and lock it again when pull actions are
finished.
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Figure 2:   Protein   manipulations   in   the   multi-touch   interface.   Touch   based
multi-pull action (left), and touch based transformation mode, visually indicated by
blue background (right), are shown.

                                                                             
                                                                             
   





Multi-touch move.
   Individual protein parts can be controlled using multi-touch gestures similar to the
camera controls. Because protein structures can have fine detailed structures and can
occupy very little screen space it could be hard to perform protein transformations by
touching the protein itself with multiple fingers. In addition, the protein structure
would be covered by the fingers, making it harder to see and bring to the desired
position or orientation. In order to avoid these problems, we implemented a
dedicated transformation mode, which is activated by tapping onto the protein
once. The transformation mode is activated for the selected protein part and
is indicated by a change of color in the background from beige to light blue,
seen in Figure 2. In the transformation mode, two or more finger gestures on the
background now transform the protein instead of the camera. The same technique used
for calculating the transformation for the camera is used but now applied to
the protein. The camera orientation can still be controlled using one finger drag
in this mode. A second tap on the protein is used to leave the transformation
mode.



   

4     Study design

We carried out a within-subjects experiment comparing the mouse and multi-touch Foldit
interfaces. Each interface had interactions designed for two types of manipulations
described above: pull, which allows the user to flexibly manipulate the protein backbone,
and move, which allows the user to perform rigid body transformations. Additionally,
users could manipulate the camera.


   During manipulations, the current energy of the structure was shown at the top of the
screen. Subjects could undo or redo to any point in their history of manipulations using a
graph of energy history. All protein structures were made up of only glycine to simplify
interactions, forgoing the need for sidechain manipulation, optimization and packing.
Some tasks additionally contained a transparent guide visualization giving subjects a hint
as to where to place the protein. This was meant to assist subjects, who may not have
biochemistry experience, and thus may not fully understand the energy function, showing
where to place the protein, but leaving it up to them how to get it there. The study
as it is described here is approved by institutional review board at Wellesley
College.



                                                                             
                                                                             
   

4.1     Procedure

At the beginning of the study, each subject was assigned to use one of the two interfaces to try to find the lowest
energy they could. This is an open-ended task, which requires some understanding of the underlying energy
function and time to explore the space of possible solutions; it would potentially be quite challenging for a novice.


   Subjects were given a short training overview of how to perform the two
manipulations and camera control using the provided interface. Subjects were able to
practice until they felt comfortable before moving on to the tasks. Subjects were also given
a reference sheet of the interactions available. Subjects were then asked to complete two
docking and two folding tasks. The docking tasks were set up with two protein parts,
focused on move manipulations, and had guides. The folding tasks were set up
with one protein part, focused on pull manipulations, and did not have guides.
The tasks were always given in the same order, and subjects could use either
manipulation in each. A screenshot of each fold task is shown in Figure 3 and of each
docking task in Figure 4. During these tasks, subject interactions were recorded.
Subjects were prompted to move on if they were still working on a task after 5
minutes.
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Figure 3: Screenshots of the starting configuration for the two fold tasks.

                                                                             
                                                                             
   





   After completing all tasks for an interface, subjects were given a questionnaire about
the interface consisting of questions from the System Usability Scale (SUS) [Brooke, 1996],
the NASA Task Load Index (NASA-TLX) [Hart and Staveland, 1988], and the 4-item scales
for Attention Allocation and Spatial Presence: Self-Location from the MEC Spatial
Presence Questionnaire (MEC-SPQ) [Vorderer et al., 2004]. Once participants
had completed the interface questionnaire for the first interface, the procedure
for the training overview and experimental tasks were repeated for the second
interface. Subjects then responded to the interface questionnaire for the second
interface.
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Figure 4: Screenshots of the starting configuration for the two docking tasks.

                                                                             
                                                                             
   





   After completing both interfaces, subjects selected which of the two interfaces they
preferred, and were given the option to do a “free play” session, for up to 15 minutes,
consisting of three additional optional tasks. At the conclusion, subjects completed a
short questionnaire consisting of questions about their demographics and overall
experience.


   20 participants began the study with the mouse interface and 21 participants began
with the multi-touch interface. Subjects were assigned the interface used first to
counterbalance gender and previous game and domain experience. The experiment was
run on a Dell Inspiron laptop with a 15” touchscreen with a three-button mouse. The
entire study took approximately one hour.
   

4.2     Participants

Subjects were recruited from students at Northeastern University and Wellesley College.
42 subjects were recruited, with one excluded due to a procedural error, leaving 41
subjects — 21 males and 20 females. 10 participants were classified as domain
novices (taken one biochemistry class at the college level) and 9 participants
were classified as domain experts (taken multiple biochemistry classes or work
as a biochemist). 5 subjects self-identified as novice players of the game, and 1
self-identified as an expert player. All other subjects had never played Foldit before the
study.



   

5     Results

During tasks, subjects’ actions and energies were logged, and in dock tasks, the alpha
carbon root mean squared distance (RMSD) from the guide was also logged. For each
participant, we summed the two values for each type of task to compute:
     


     	Best Energy: the best (lowest) energy found during the task.
     

     	Time to Best Energy: the time (in seconds) taken to find the best energy.
     

     	Camera Count: the number of times the camera was adjusted.
     

     	Pull Count: the number of pull manipulations.
                                                                             
                                                                             
     

     	Move Count: the number of move manipulations.
     

     	Undo Count: the number of times undo was used.
     

     	Last RMSD (only for dock tasks): the RMSD to the guide at the end of the task.
     



These metrics were gathered in order to analyze and compare player performance
between the two interfaces. We recorded Best Energy and Time to Best Energy
representing high score and required time as standard performance measures in games.
Camera, Pull and Move counts were measured in order to compare the number of
moves need to accomplish the task. The difference in the interface might have an
effect on the number of moves required to solve Foldit puzzles. We measured the
Undo count as an indicator for mistakes performed by the players. In the docking
tasks, we additionally measured RMSD as a measure for precision of the two
interfaces.


   A summary for fold tasks is given in Table 2 and for dock tasks in Table 3. Based on
paired-sample t-tests, only three comparisons were significant. In fold tasks, use of the
multi-touch interface resulted in significantly more camera adjustments. In dock tasks, use
of the multi-touch interface resulted in significantly fewer uses of the move manipulation
and significantly lower ending RMSD.
   


                                                                             
                                                                             
   




                                                                             
                                                                             
 Table 2: Summary of data for fold tasks. Means and standard deviations are given
along with paired-sample t-test results.

[image: PIC]
                                                                             
                                                                             
   



   

   
                                                                             
                                                                             
   




                                                                             
                                                                             
 Table 3: Summary of data for dock tasks. Means and standard deviations are given
along with paired-sample t-test results.
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   Table 4 summarizes the results from the interface questionnaires. Based on
paired-sample t-tests, there were no significant differences for any of the unweighted
NASA-TLX scores, enjoyment scores, or usability scores between the mouse and
multi-touch interfaces. However, users reported significantly higher attention
allocation and self-located spatial presence after using the multi-touch interface,
compared to after using the mouse. For the “free play” session, 20 subjects selected
mouse and 21 selected multi-touch, and a binomial test found no significant
difference.
   


                                                                             
                                                                             
   




                                                                             
                                                                             
 Table 4:  Summary  of  data  from  the  interface  questionnaires  and  paired-sample
t-test results for unweighted scores on the NASA-Task Load Index, System Usability
Scale,   and   Attention   Allocation   and   Spatial   Presence:   Self-Location   from   the
MEC-SPQ.
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   6     Discussion

Overall, subject performance was very similar in the two interfaces. Neither outperformed
the other in terms of the best energy that was found or the time taken to find it. These
results indicate that Foldit can potentially be played on touch screens without
compromises in usability and player performance, compared to the traditional mouse
based interface. Our study could show that this is true for manipulation of glycine
structures with a subset of the tools that are normally available in the Foldit game. We
argue that with a suitable interaction design, other tools could be properly implemented
with a touch interface, as touch interaction offers a wide range of manipulation
techniques. For this study, we decided to evaluate the interface only with simplified
glycine structures, as this focused on the types of manipulations we examined, which dealt
with the protein backbone. Further studies with advanced Foldit players are
necessary to demonstrate that our findings are also true for more complex protein
structures and additional tools for manipulation. In more practical real-world
cases, for example, players might use multi-touch to manipulate the protein
backbone, while the sidechains are automatically packed or optimized during the
manipulation.


   The fact that few of the participants had played Foldit before, compared to the large
number who had never played the game, could have had an impact on the result of this
study. We designed the study to be suitable for all types of participants as described above.
However, further work could evaluate the impact of prior experience in Foldit on
interface performance and preference. It may be interesting to explore if Foldit
experts can better apply one or the other of the interfaces. In addition, previous
research on Foldit by Cooper et al. [Cooper et al., 2010] found that the game is
approachable by a wide variety of people, not only those with a biochemistry or scientific
background.


   In contrast to much prior work, we found largely similar performance and experience
between the two interfaces. The result of equal performance in mouse and touch based
interfaces is similar to the findings of Besançon et al. [Besançon et al., 2017], comparing
mouse, touch, and tangible input modalities. However, in our work, the similar
performance for both interfaces may have been impacted by the challenge of
understanding the relatively complex energy function in the short training period. That is,
for new Foldit players, it may be more of a challenge to decide what change should be
made to the structure, than to make that change by manipulating the structure. When
provided with an explicit guide in the dock tasks, subjects were able to better match the
guide with the multi-touch interface, improving RMSD by nearly 20%, and able to do so
using fewer than a third of the move manipulations, on average. In the case of
fold tasks, the only difference was in the number of camera adjustments — with
subjects in the multi-touch interface using nearly twice as many as in the mouse
interface. While speculative, it may be the case this is due to the subject’s finger
and hand occluding the protein while they were using pull manipulations (as
occlusions are a common issue with touch-based selection [Forlines, Wigdor et al.,
2007; Cockburn, Ahlström and Gutwin, 2012] ). This may have required the
subjects to manipulate the camera more often to get a better perspective on the
protein. As the multi-touch move manipulation was performed by touching the
background rather than the protein, it may not have been as susceptible to such
                                                                             
                                                                             
occlusions.


   Surprisingly, neither mouse nor multi-touch interface was preferred by more users —
there was an almost perfectly even split. This is consistent with the results from our
subjective measures for enjoyment/frustration and usability, showing no significant
differences. The significant differences in perceived attention and spatial presence may be
caused by the directness of the multi-touch interface. Secondary effects of improved
attention for the multi-touch interface, like higher scores or faster completion times were
not found in our study, but may be present in a study looking at the mid- and long-term
learning effects in the Foldit game. This would be an interesting question for future work
as understanding the complex energy function of proteins in such a short time
available in our study can be difficult. Further development of the touch interface for
Foldit could support more of the protein manipulation functions provided by the
game.



   

7     Conclusion

We have developed a multi-touch interface for the citizen science game Foldit and
evaluated it in a comparative user study with 41 subjects against the standard mouse
based interface. While subjects performed similarly overall regardless of interface, the
results indicate that for tasks involving guided rigid body manipulations to dock protein
parts, the multi-touch interface may allow players to complete tasks more accurately in
fewer moves.
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