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Abstract

Realizing the ascribed potential of generative AI for health information seeking depends on
recipients’ perceptions of quality. In an online survey (N = 294), we aimed to investigate how
German individuals evaluate AI-generated information compared to expert-generated
content on the influenza vaccination. A follow-up experiment (N = 1,029) examined the
impact of authorship disclosure on perceived argument quality and underlying mechanisms.
The findings indicated that expert arguments were rated higher than AI-generated
arguments, particularly when authorship was revealed. Trust in science and the Standing
Committee on Vaccination accentuated these differences, while trust in AI and
innovativeness did not moderate this effect.
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1 Introduction

Generative artificial intelligence (AI), such as ChatGPT, has gained significant attention for
its ability to educate users [Palmer & Spirling, 2023], explain complex topics in accessible
language [Deiana et al., 2023; Meng et al., 2024], and allow users to ask follow-up questions
[Lee et al., 2023] until they feel sufficiently informed. These functions are particularly
beneficial for health information, which is often complex, uncertain, and difficult to
understand [Carcioppolo et al., 2016]. AI can lower access barriers and improve
comprehension [Reis et al., 2024]. Despite these benefits, concerns exist about the factual
accuracy and reliability of AI-generated content, as AI chatbots are probabilistic language
models rather than verified knowledge sources [Yildirim & Paul, 2024]. Nevertheless, studies
indicate that AI-generated health information meets quality requirements [Ayers et al., 2023;
Deiana et al., 2023; Hershenhouse et al., 2024; Song et al., 2023; Zhou et al., 2023].

Aside from expert discourses and quality assessments of AI-generated health content, public
perception of quality has seldom been examined [Reis et al., 2024]. However, the users’
perspective is crucial to realizing the ascribed potentials of AI health information, as the
characteristics and utility of generated health content influence information-seeking
behaviors [Johnson & Meischke, 1993]. Preliminary findings suggest that AI-generated
information can be perceived as superior to human-produced texts [e.g., Karinshak et al.,
2023; Lim & Schmälzle, 2023; Palmer & Spirling, 2023], potentially due to factors such as
readability and sentiment [Lim & Schmälzle, 2023]. The superior perception of AI-generated
information depends on recipients being unaware of its AI origin, which has been observed
across various contexts [Ayers et al., 2023; Jakesch et al., 2019; Karinshak et al., 2023; Lim &
Schmälzle, 2023; Palmer & Spirling, 2023; Reis et al., 2024]. When AI authorship is
disclosed, the state of research is heterogeneous. While studies in the context of robot
journalism from China and South Korea found higher quality ratings for AI-labeled content
[Jung et al., 2017; Zheng et al., 2018], studies from the United States and the Netherlands
[Graefe et al., 2018; Waddell, 2018; Zheng et al., 2018] and studies examining content
produced by generative AI more broadly reached the opposite conclusion [e.g., Karinshak
et al., 2023; Lim & Schmälzle, 2024; Palmer & Spirling, 2023; Reis et al., 2024; Teigen et al.,
2024]. Previous research has proposed initial explanations for the shift in quality perception
in the case of source disclosure, drawing on dual process models of information processing
[e.g., Eagly & Chaiken, 1993]. Their general assumption is that heuristics and peripheral cues
play a crucial role in shaping perceptions of information. In this context, cues referring to the
source, such as its ascribed credibility, pre-existing general attitudes toward AI [Jakesch
et al., 2019; Lim & Schmälzle, 2024], or a general aversion to algorithmic decision-making
[Reis et al., 2024], serve as mental shortcuts that influence the evaluation of information
quality [Ismagilova et al., 2020].

Against this backdrop, we investigate how individuals in Germany assess AI-generated
health information compared to expert-provided content on the influenza vaccination. The
expert-provided content refers to “medical expertise”, which covers content provided by
scientific institutions and organizations such as the Robert Koch Institute, rather than
individual healthcare providers. To address this objective, we conducted a two-study design.
First, an online survey examined how individuals assess pro-vaccination arguments
generated by ChatGPT and medical experts without disclosing the authorship. Second, in an
online experiment, we analyzed the influence of disclosing authorship on recipients’
perception of an argument’s quality. To gain further insights into the underlying mechanisms
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of the effect of labeling, we considered trust in AI, science, and the Standing Committee on
Vaccination (STIKO), as well as innovativeness — a personality trait reflecting individuals’
propensity to adopt new technologies [Goldsmith, 2011; Goldsmith & Hofacker, 1991] — of
potential users as moderators. Both studies focused on information about influenza
vaccination, as vaccine hesitancy is one of the top ten threats to global health [World Health
Organization, 2019], and influenza vaccines are recommended for a large proportion of the
population [Robert Koch Institute, 2023].

2 Study 1: online survey on recipients’ quality assessment

The first online survey investigated how recipients perceive the quality of AI- versus
expert-generated arguments on influenza vaccination when authorship is undisclosed. We
conceptualized quality based on Trepte et al. [2005], who define it as a multidimensional
construct including intrinsic content characteristics (e.g., accuracy, correctness,
completeness) and recipients’ perceptions (e.g., comprehensibility, relevance, usefulness).
We focus on the subdimension of recipients’ perceptions of quality. Within this dimension,
we distinguish between argument strength and correctness. In line with Zhao et al. [2011],
argument strength encompasses the aspects of comprehensibility, relevance, and usefulness
of content. To comprehensively capture content quality, we additionally consider perceived
correctness, which describes whether the content is rated as accurate [Trepte et al., 2005].
Since, to our knowledge, no prior studies have investigated perceptions of AI-generated
health content versus expert-authored content in a German-language context, we derived the
following research question:

RQ1: How do individuals assess the strength and correctness of AI-
generated versus expert-generated health arguments?

Previous research suggests that AI-generated arguments are rated more favorably than
expert-authored content when authorship is not disclosed [Jakesch et al., 2019; Karinshak
et al., 2023; Lim & Schmälzle, 2023; Palmer & Spirling, 2023]. Although detailed
explanations for these differences are scarce, factors such as readability, linguistic style, and
sentiment may contribute to these perceptions [Lim & Schmälzle, 2023]. AI-generated
content might be perceived as clearer and easier to understand, which influences judgments
of quality. Building on this state of research, we postulate that recipients ascribe a higher
quality to AI-generated than expert-authored arguments when the source is not disclosed.
We extend the current state of research by distinguishing between argument strength (H1)
and correctness (H2). The corresponding hypotheses are:

H1: The argument strength is rated stronger for arguments generated by
AI than for arguments authored by medical experts when authorship is not
disclosed.
H2: The correctness is rated higher for arguments generated by AI than for
arguments authored by medical experts when authorship is not disclosed.
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2.1 Methods

2.1.1 Participants and procedure

To answer our research question and test the hypotheses, we conducted an online survey of
German residents (N = 294), recruited via a regional online access panel with a
heterogeneous composition. The panel members were initially recruited in 2020 by inviting a
representative sample of citizens from a large southwestern city in Germany to participate in
a survey via postal mail [Brettschneider & Bachl, 2020]. While participants who self-selected
into the panel remained for several years and responded to our invitation, they were no
longer a representative sample of the original population; however, they were still more
typical than convenience samples of students or snowball samples recruited online. The
participants were, on average, 56.7 years old (SD = 14.8), and 48.6% identified as female.
The sample was predominantly highly educated, with 79.6% having at least a high school
diploma, 15.6% having a secondary school diploma, and 3.7% having a lower secondary
school diploma or no high school diploma. According to German legal regulations, this type
of data collection was considered exempt from the need for ethical approval. Nevertheless,
to meet ethical considerations, participants were informed about the voluntary nature of
participation, their right to withdraw, anonymity, and the type of data collection at the
beginning of the survey. They were also asked to give their informed consent before
answering the survey. After participation, they were provided with information about the
research interest and were asked to renew their informed consent.

Participants were shown eight informational texts on the advantages of influenza vaccination,
four of which were generated with ChatGPT using the GPT-3 version that was publicly
available at the time of data collection. We used a standard account with no specific user
settings. To simulate typical usage [Karinshak et al., 2023], we engaged ChatGPT in four
separate sessions with German prompts such as, “Why should I get vaccinated against
influenza?” ChatGPT provided comprehensive lists of arguments, which were subsequently
ranked and condensed into the five most important ones within each session. Across
sessions, four recurring topics emerged as most salient: protection against serious illness,
protection of the community, protection of the healthcare system, and reduction of individual
risk. The research team independently assigned the AI-generated arguments from these
sessions to the identified topics, ensuring intersubjective validity. For each topic, a list of
arguments was created, ranging from 7 (e.g., “reduction of individual risk”) to 25 (e.g.,
“protection against severe illness”). A random sampling procedure was used to select one
argument per topic for inclusion.

To enable content comparability, expert-authored arguments were sourced from publicly
available online materials on the influenza vaccination provided by leading health institutions
in Germany: the Robert Koch Institute, STIKO, and the Federal Center for Health Education.
Arguments were categorized by the same topics, and one argument per topic was randomly
selected. A comparison of the different arguments showed that the AI arguments tended to
be shorter, had a less complicated sentence structure, and were less descriptive. All eight
arguments were presented in randomized order without indicating the source. Each
participant assessed all arguments, allowing for within-subject comparisons.
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2.1.2 Measures

Argument strength. To measure how participants perceive argument strength after
exposure to each argument, we used the perceived argument strength scale by Zhao et al.
[2011]. The nine-item measure (e.g., “The statement is a reason for getting the influenza
vaccination that is convincing. /. . . that is important to me.”) collected responses on a
5-point Likert-type scale (see appendix A, Table 3). The internal consistency of the scale was
satisfactory across the arguments (Cronbach’s α = .92–.95) and allowed for the calculation of
mean indices (see Table 1).

Correctness. The perceived correctness was measured in line with Kohring and Matthes
[2004] using a scale of four items (e.g., “The text presents the facts as they are.” or “The
information given is true.”) that were answered on a 5-point Likert-type scale. Based on
satisfactory internal consistency (Cronbach’s α = .92–.95), we calculated mean indices per
argument (see Table 1).

2.1.3 Data analysis

We performed descriptive analysis (RQ1) and two Repeated Measures ANOVAs (RM-ANOVAs)
(H1 and H2) using SPSS version 27. Given that each participant evaluated multiple
arguments, RM-ANOVAs were appropriate to control for inter-individual variability. The
dependent variables were the assessments of argument strength and correctness per
argument. The independent variables were the different sources of arguments.

2.2 Results

Regarding RQ1, which examined the argument strength and correctness of the arguments
provided, the descriptive results showed that both expert- and AI-generated arguments were
rated as rather convincing and correct by the recipients (see Table 1). A detailed look at the
individual arguments showed that the argument perceived as strongest and most correct was
the medical experts’ argument about the reduction of individual risks through vaccination,
whereas the same AI argument received the lowest rating on argument strength and
correctness. The differences were statistically significant. Both arguments about protection
against serious illness received similar ratings of argument strength, but the AI argument
received higher ratings of correctness than the expert argument. A similar pattern with
comparable perceptions of argument strength, but better ratings for correctness for AI than
for experts was observed for the arguments about the protection of the healthcare system.
However, these differences were not statistically significant. The argument about the
protection of the community by experts was perceived as significantly stronger and more
correct than the AI version.

Regarding H1 and H2, which stated that argument strength and correctness are assessed
higher for the AI arguments than for the experts’ arguments, the results of the RM-ANOVAs
showed that the perception of argument strength (F(1,250) = 65.65, p < .001, ηp

2 = .208, f =
.26) and correctness (F(1,268) = 25.35, p < .001, ηp

2 = .086, f = .09) both significantly
differed by the source of the argument. Perceived argument strength and correctness of
arguments originating from medical experts were significantly higher than those of AI
arguments (see Table 1). Thus, H1 and H2 were not supported.
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Table 1. Descriptive results of argument strength and correctness.

Perceived Argument
Strength

Perceived Correctness

Argument by Argument by

Argument theme Experts AI Experts AI

M (SD) M (SD) M (SD) M (SD)

Protection against serious
illness

3.68 (0.90) 3.69 (0.93) 3.86 (1.00) 3.98 (1.00)

Protection of the community 3.55a (1.01) 3.24a (0.99) 3.73d (1.13) 3.55d (1.13)

Protection of the healthcare
system

3.39 (1.03) 3.38 (1.02) 3.66 (1.11) 3.74 (1.06)

Reduction of individual risks 3.70b (0.92) 3.11b (1.07) 3.99e (1.00) 3.44e (1.17)

Overall 3.59c (0.80) 3.35c (0.84) 3.81f (0.91) 3.68f (0.94)

N = 294, Results of two RM-ANOVAs; superscript letters indicate significant differences, values sharing the
same letter differ significantly; Perceived argument strength: F(1,250) = 65.65, p < .001, ηp

2 = .208, f = .26;
Perceived correctness: F(1,268) = 25.35, p < .001, ηp

2 = .086, f = .09; The requirements for conducting the
RM-ANOVAs were checked and found to be assessed as fulfilled.

2.3 Discussion of the results of study 1

Our first study examined how recipients perceive AI-generated pro-vaccination arguments
compared to those authored by medical experts when authorship is undisclosed. Contrary to
previous research, we could not support the notion that AI-generated information receives
higher quality ratings than human-generated information [Jakesch et al., 2019; Karinshak
et al., 2023; Lim & Schmälzle, 2023; Palmer & Spirling, 2023]. While both AI and medical
experts provided strong and correct information from the participants’ perspective, the
analysis showed that overall, the experts’ information received significantly more consistent
and better ratings, while AI-generated arguments exhibited high variability in terms of
perceived strength and correctness. This variability might explain why, despite some AI
arguments being rated as highly as expert arguments, expert content is favored overall. It
should be noted, however, that the effect size for correctness was rather small.

A potential methodological explanation for our contrasting findings lies in simulating
everyday use by prompting the default version of ChatGPT without pre-training. Previous
studies [e.g., Karinshak et al., 2023] pre-trained AI models with expert-crafted arguments,
potentially enhancing the perceived quality of AI-generated content or making it more
similar to human-written arguments.

3 Study 2: effects of disclosing the authorship

The second study examined how source labeling affects the assessment of argument
strength and correctness, and which moderators influence this effect. Two commonly
discussed moderators were considered: trust [Jung et al., 2017; Karinshak et al., 2023] and
innovativeness [Jang et al., 2023; Jung et al., 2017; Khan et al., 2019].

Based on dual process models such as the heuristic-systematic model (HSM) [Eagly &
Chaiken, 1993], we assume that heuristics, understood as mental shortcuts, are crucial for
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attitude formation to manage one’s limited cognitive capacity and enable lay audiences’
assessment of expert knowledge. The source of information can serve as a heuristic cue in
evaluating content quality [Ismagilova et al., 2020]. Transferred to AI-generated information,
we posit that the labeling of the source influences how the strength and correctness of the
arguments are assessed. A more favorable attitude toward a source is assumed to result in a
higher rating of the strength and correctness of the argument.

Based on studies suggesting a high level of trust and ascribed expertise to medical experts
[e.g., Wissenschaft im Dialog, 2023], the expert label is assumed to lead to rather positive
quality assessments. For AI, studies show that the public is more skeptical [e.g.,
Wissenschaft im Dialog, 2023], and the AI-labeling can lead to lower quality assessments
[Karinshak et al., 2023; Lim & Schmälzle, 2024; Reis et al., 2024]. Since our first study
indicated lower ratings for AI-generated arguments, we hypothesize that source labeling will
further amplify these differences. We further extend research by comparing labeled
information to unlabeled information [Teigen et al., 2024], assuming source heuristics
enhance quality assessments of expert-authored arguments and lower those of AI-generated
arguments in comparison with unlabeled arguments. This leads to the following hypotheses:

H1a-c: (a) The argument strength of the argument with the expert label is
rated as the strongest. (b) The rating of the expert label is followed by the
argument without a label. (c) The argument with the AI label is rated as
the weakest.
H2a-c: (a) The correctness of the argument with the expert label is rated
the highest. (b) The rating of the expert label is followed by the argument
without a label. (c) The correctness of the argument with the AI label is
rated lowest.

Given calls for transparency in AI-assisted content creation [Deutsche
Forschungsgemeinschaft, 2023], we included a “collaboration” label indicating expert
content created with AI assistance. The effect of collaboration labels on the perception of an
argument has rarely been investigated. Therefore, a mitigating or reinforcing effect in
comparison to the expert label seems possible. Initial evidence of Reis et al. [2024] showed
that collaboration labels are perceived as less reliable than labels referring to physicians but
more reliable than AI alone. Against this backdrop, we assume that, compared to established
public medical experts, the collaboration label will lead to lower perceptions of argument
strength and correctness. Therefore, we derived the following hypotheses:

H3: The argument strength is rated stronger for the argument with the
expert label than for the argument with the collaboration label.
H4: Correctness is rated higher for the argument with the expert label than
for the argument with the collaboration label.

Compared to the AI label, the reference to experts might result in better assessments of the
collaboration label, which aligns with findings from Lim and Schmälzle [2024] revealing that
AI arguments created with expert prompts receive better ratings. However, findings of Reis
et al. [2024] contradict this assumption. Their findings did not reveal a difference between
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the collaboration and the AI labels in the context of human physicians. Nevertheless, since
we focus on established public medical experts instead of an unknown single physician, we
assume that the positive attitudes toward the experts might be stronger. Therefore, we
derived the following hypotheses:

H5: The argument strength is rated stronger for the argument with the
collaboration label than for the argument with the AI label.
H6: Correctness is rated higher for the argument with the collaboration
label than for the argument with the AI label.

3.1 Moderating effects of trust and innovativeness

To provide further insights into the underlying mechanisms of the effects of source
disclosure, we focus on two moderators that are central to understanding variations in quality
assessments: trust and innovativeness. Both have been identified as key factors in prior
research on AI-generated information [Jung et al., 2017; Karinshak et al., 2023; Khan et al.,
2019]. By focusing on trust and innovativeness, we aim to capture two complementary
dimensions underlying quality assessments: attitudes toward the source providing the
arguments (trust) and personality traits of potential users (innovativeness).

Trust was considered to highlight its heuristic function in source credibility. Trust
assessments underlying source credibility play a central role in heuristic information
processing, where mental shortcuts shape attitudes toward information and its source
[Cummings, 2014]. It is defined as one’s willingness to be vulnerable and assign
responsibility to the object of trust [e.g., Mayer et al., 1995; Sztompka, 1999]. Higher trust in
sources affects a more favorable perception of the value of (health) information [Link, 2019].
In the context of AI-generated versus expert-generated content, it has been suggested that
trust in AI can drive differences in perceived quality [Jung et al., 2017; Karinshak et al., 2023].
Specifically, individuals with higher trust in AI may rely on this heuristic to form more
positive evaluations of AI-labeled arguments, reducing the differences between AI and
expert labels (H7–H8). Conversely, trust in science or established medical institutions like
the STIKO might amplify the positive evaluations of arguments with expert (H9a, H10a, H11a,
and H12a) or collaboration labels (H9b, H10b, H11b, and H12b) compared to the AI label due
to their alignment with the trusted source. The more positive evaluation is assumed to result
in higher differences. These considerations lead to the following hypotheses:

H7: The higher the trust in AI, the smaller the differences in the assessment
of argument strength between the argument with the AI label and (a) expert
label, (b) no label, and (c) collaboration label.
H8: The higher the trust in AI, the smaller the differences in the assessment
of correctness between the argument with the AI label and (a) expert label,
(b) no label, and (c) collaboration label.
H9: The higher the trust in science, the larger the differences in the as-
sessment of argument strength between the argument with the AI label
and (a) expert label, and (b) collaboration label.

Article JCOM 24(02)(2025)A04 7



H10: The higher the trust in science, the larger the differences in the
assessment of correctness between the argument with the AI label and (a)
expert label, and (b) collaboration label.
H11: The higher the trust in the STIKO, the larger the differences in the
assessment of (a) argument strength between the argument with the AI
label and (a) expert label, and (b) collaboration label.
H12: The higher the trust in the STIKO, the larger the differences in the
assessment of correctness between the argument with the AI label and (a)
expert label, and (b) collaboration label.

A second moderator considered is an individual’s innovativeness, which is a personality trait
indicating the extent to which an individual is inclined to use new technologies [Goldsmith,
2011; Goldsmith & Hofacker, 1991]. Transferred to AI-generated information, initial research
showed that more innovative individuals experience less psychological distance to AI,
evaluate recommendations by AI more positively [Jang et al., 2023], and rate its quality more
positively [Khan et al., 2019]. Moreover, Jung et al. [2017] proposed that the exceptionally
high average affinity for new technologies may explain a more favorable evaluation of news
articles written by algorithms. This suggests that innovativeness may act as a buffer against
bias toward AI-labeled arguments, resulting in smaller differences in quality assessments
between AI-labeled arguments and those with other labels. Based on these findings, we
propose that innovativeness is a moderator of the quality assessment of AI-generated
information, leading to the following hypotheses:

H13: The higher an individual’s innovativeness, the smaller the differences
in the assessment of argument strength between the argument with the AI
label and (a) expert label, (b) no label, and (c) collaboration label.
H14: The higher an individual’s innovativeness, the smaller the differences
in the assessment of correctness between the argument with the AI label
and (a) expert label, (b) no label, and (c) collaboration label.

3.2 Methods

The second study was preregistered (https://aspredicted.org/5sfg-ncyy.pdf). The examination
of the collaboration label and the influence of trust in science and the STIKO was added to
the preregistration.

3.2.1 Participants and procedure

We conducted a between-person online experiment. The participants were recruited via a
German online access panel [SoSci-Panel; Leiner, 2016]. The final sample consisted of N =
1,029 participants after excluding 130 individuals who did not answer the manipulation check
correctly, 50 who completed the survey too quickly [Leiner, 2019], and two who did not
answer the dependent variables. On average, the participants were 52.1 years old (SD = 16.1),
and 61.2% identified as female. They were highly educated, with 82.4% having a high school
diploma, 13.8% having a secondary school diploma, and 3.2% having a lower secondary
school diploma or no high school diploma.
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Again, this type of data collection was considered exempt from the need for ethical approval
according to German legal regulations. To meet ethical guidelines, participants were
informed about the voluntary nature of participation, their right to withdraw, and anonymity,
as well as how data would be collected, processed, and stored. Further, they were asked to
give their informed consent to participate. In addition, after reading the stimulus and
answering the question, they were provided with information about the study’s objectives, the
true source of the stimulus material, and were asked again for their informed consent.

3.2.2 Stimulus

The stimulus was one argument from the first study, which was varied using different labels.
We selected the argument “Reduction of individual risks” from experts, which had
consistently received rather positive ratings in the first study, to increase the probability that
possible differences could be attributed to the label. The labels used were (1) ChatGPT, (2)
STIKO, (3) STIKO with ChatGPT, and (4) no label. The labels were displayed below the text
like a reference (see appendix A, Figure 1). Participants were also shown a short explanatory
text explaining that the label was the author of the argument and what ChatGPT or STIKO are.

3.2.3 Measures

Argument strength and correctness. Perceived argument strength [Zhao et al., 2011] and
correctness [Kohring & Matthes, 2004] were measured in line with the first study. Based on
satisfactory reliability scores (Argument strength: α = .91–.93; Correctness: α = .83–.86),
mean indices were calculated (see Table 2).

Trust. Trust in various objects was measured with single items asking how much the
participants trusted science (M = 4.19, SD = 0.80), the STIKO (M = 3.62, SD = 1.16), and AI
(M = 2.32, SD = 0.93), which could be answered on 5-point Likert-type scales (see
appendix A, Table 3). The decision to use single-item measures was based on prior research
[e.g., Castro et al., 2023; Reif & Guenther, 2021], which suggests that single items can be a
valid compromise when assessing broad constructs across multiple domains within
time-constrained survey designs.

Innovativeness. Based on Goldsmith [2011], we measured an individual’s innovativeness in
the context of AI by adapting a seven-item scale to the context under investigation. The
items were answered on a 5-point Likert-type scale. As the internal consistency was
satisfactory, we calculated a mean index (α = .86; M = 3.14, SD = 0.93). We reversed the
scale so that higher values indicate higher innovativeness.

3.2.4 Manipulation check

The manipulation check consisted of one question asking the participants for the source of
the presented argument after measuring the dependent variables, providing four possible
answers (1 = ChatGPT, 2 = STIKO, 3 = STIKO with ChatGPT, 4= no information). Participants
could also indicate that they could not remember.
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3.2.5 Data analysis

To test hypotheses H1–H6, ANOVAs were conducted using SPSS 27 with the labeling of the
source as independent and perceived argument strength and correctness as dependent
variables. As homogeneity of variances was given, post hoc tests were conducted with
Bonferroni. For testing H7–H14, moderation analyses were conducted using the PROCESS
macro by Hayes [2022]. The labeling of the source was the independent variable, while trust
in AI (H7–H8), science (H9–H10) or STIKO (H11–H12), and innovativeness (H13–H14) served
as moderators. Perceived argument strength and correctness were the dependent variables.

3.3 Results

3.3.1 Effects of labeling

Regarding H1a-c, which addressed the argument strength of the various labels, the ANOVA
revealed that the level of perceived argument strength (F(3, 1025) = 8.003, p < .001, η2 =.02)
differed significantly between the different labels. However, the effect was rather small. In
line with the hypotheses, the argument with the expert label was rated stronger than the
argument without a label (cf. H1a/b), which in turn was rated stronger than the argument with
the AI label (cf. H1c) (see Table 2). However, only the differences between the expert label
and AI label (.40, 95%-CI[.18, .62], p < .001), and between no label and AI label (.22,
95%-CI[.003, .45], p = .04) were significant. Therefore, H1 was partly supported.

Regarding perceived correctness addressed in H2a-c, the ANOVA showed that the perceived
correctness of the argument (F(3, 1026) = 18.613, p < .001, η2 =.052) differed significantly
between the different labels. Although the effect was rather small, the argument with the
expert label was rated the highest, followed by the argument without a label and the AI label
(see Table 2). The differences between the expert label and AI label (.40, 95%-CI[.18, .62], p
< .001), between expert label and no label (.40, 95%-CI[.18, .62], p < .001), and between no
label and AI label (.40, 95%-CI[.18, .62], p < .001) were significant, thus supporting H2a-c.

Table 2. Descriptive results of argument strength and correctness for different authorship labels.

Label ChatGPT
(n = 264–265)

STIKO
(n = 265)

STIKO with
ChatGPT
(n = 243–244)

No label
(n = 255)

M (SD) M (SD) M (SD) M (SD)

Perceived argument
strength

3.17ab (0.93) 3.57ac (1.00) 3.32c (0.96) 3.40b (0.92)

Perceived correctness 3.59d (0.90) 4.13de (0.84) 3.70e (0.89) 3.83d (0.88)

N = 1,029, Results of two ANOVAs; superscript letters indicate significant differences, values sharing the same
letter differ significantly; Perceived argument strength: F(3, 1025) = 8.003, p < .001, η2 = .02; Perceived
correctness: F(3, 1026) = 18.613, p < .001, η2 = .052.

H3, H4, H5, and H6 examined the effect of the collaboration label in comparison to the expert
or AI label. Regarding H3 and H4, we found that the perceived strength and correctness of
the argument with the collaboration label were lower than those of the argument with the
expert label. Both differences were significant (Argument strength: -.25, 95%-CI[-.47, -.03], p
=.02; Correctness: -.43, 95%-CI[-.63, -.22], p < .001). Therefore, H3 and H4 were supported.
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The differences between the AI and collaboration label were neither significant for argument
strength nor for correctness (see Table 2). Thus, H5 and H6 were not supported.

3.3.2 Moderating effects of trust

Focusing on the postulated moderation effects, we proposed that higher trust in AI reduces
the differences in perceived argument strength (H7a) and correctness (H8a) between the
expert label and the AI label. Although the overall models were significant (Argument
strength: R2 = .069, F(3, 526) = 12.95, p < .001, Correctness: R2 = .111, F(3, 525) = 21.75, p <
.001) trust in AI did not moderate the effect between labeling and perceived argument
strength (∆R2 = 0.00%, F(1, 526) = 0.09, p = .759, 95% CI[-0.149, 0.205]) nor between
labeling and perceived correctness (∆R2 = 0.00%, F(1, 525) = 0.01, p = .914, 95% CI[-0.153,
0.171]). Thus, H7a and H8a were not supported.

For the comparison of no label and the AI label (H7b and H8b), the overall models were
significant (Argument strength: R2 = .049, F(3, 516) = 8.84, p < .001, Correctness: , R2 = .039,
F(3, 515) = 7.00, p < .001), but trust in AI again did not moderate the relationship between
labeling and perceived argument strength nor correctness (Argument strength: ∆R2 =
0.00%, F(1, 516) = 0.015, p = .902, 95% CI[-0.091, 0.080], Correctness: ∆R2 = 0.00%, F(1,
515) = 0.047, p = .828, 95% CI[-0.093, 0.075]). Therefore, H7b and H8b were not supported.

Comparing the collaboration and AI label (H7c and H8c), the results revealed that trust in AI
did not serve as a moderator (Argument strength: ∆R2 = 0.00%, F(1, 505) = 0.003, p = .957,
95% CI[-0.173, 0.183], Correctness: ∆R2 = 0.00%, F(1, 503) = 0.013, p = .911, 95% CI[-0.181,
0.162]) for effects of labeling on perceived argument strength and correctness (Argument
strength: R2 = .041, F(3, 505) = 7.21, p < .001, Correctness: , R2 = .026, F(3, 503) = 4.54, p <
.01), leading to H7c and H8c not being supported.

Regarding trust in science, we proposed that higher trust in science increases the
differences in perceived argument strength (H9) and correctness (H10) between (a) expert
and AI label and between (b) collaboration label and AI label. Comparing the expert and AI
label, the overall models were significant (Argument strength: R2 = .173, F(3, 526) = 36.54, p
< .001, Correctness: R2 = .233, F(3, 525) = 53.22, p < .001). Trust in science moderated the
effect between labeling and perceived argument strength (∆R2 = .013, F(1, 526) = 8.29, p <
.01, 95% CI[-0.874, -0.088]) and between labeling and correctness (∆R2 = .015, F(1, 525) =
10.37, p < .01, 95% CI[-0.444, - 0.108]). In line with H9a and H10a, higher trust in science
increased the differences in assessments of argument strength and correctness between the
AI and expert labels.

Comparing the collaboration label and AI label (H9b and H10b), the overall models were
significant (Argument strength: R2 = .081, F(3, 505) = 14.90, p < .001, Correctness: R2 = .086,
F(3, 503) = 15.82, p < .001). However, trust in science did not moderate the effect between
labeling and perceived argument strength (∆R2 = .005, F(1, 505) = 2.82, p = .094, 95%
CI[-0.394, 0.031]) nor between labeling and perceived correctness (∆R2 = .007, F(1, 503) =
3.68, p = .056, 95% CI[-0.397, 0.005]). Therefore, H9b and H10b were not supported.

H11 and H12 addressed the role of trust in the STIKO. Comparing the expert and AI label
(H11a and H12a), the overall models were significant (Argument strength: R2 = .280, F(3, 526)
= 68.33, p < .001, Correctness: R2 = .277, F(3, 525) = 66.99, p < .001). Trust in the STIKO
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significantly moderated the effect between labeling and perceived argument strength (∆R2 =
.015, F(1, 526) = 10.67, p < .01, 95% CI[-0.320, -0.080]) and between labeling and perceived
correctness (∆R2 = .011, F(1, 525) = 8.03, p < .01, 95% CI[-0.273, -0.049]). Higher trust in
the STIKO increased the difference in assessments of argument strength and correctness
between the AI and expert labels, supporting H11a and H12a.

The overall models for the comparison of collaboration and AI label (H11b and H12b) were
also significant (Argument strength: R2 = .234, F(3, 505) = 51.50, p < .001, Correctness: R2 =
.157, F(3, 503) = 31.13, p < .001). Trust in the STIKO moderated the effect of labeling on
perceived argument strength (∆R2 = .014, F(1, 505) = 9.295, p < .01, 95% CI[-0.323,
-0.070]). Higher trust in the STIKO increased the difference in the assessments of argument
strength, which is in line with H11b. In contrast, we found no moderating effect on perceived
correctness (∆R2 = .006, F(1, 503) = 3.715, p = .055, 95% CI[-0.249, 0.002]). Therefore,
H12b was not supported.

3.3.3 Moderating effects of innovativeness

Further, we proposed that an individual’s innovativeness moderates the effect of labeling on
the perception of argument strength (H13) and correctness (H14) between the (a) expert and
AI label, (b) no label and AI label, and (c) collaboration label and AI label. Comparing the
expert label and the AI label, the overall models were significant (Argument strength: R2 =
.044, F(3, 523) = 7.98, p < .001; Correctness: R2 = .097, F(3, 522) = 18.64, p < .001), but the
moderation analyses revealed that innovativeness did neither moderate the effect between
labeling and perceived argument strength (∆R2 = .000, F(1, 523) = 0.109, p = .741, 95%
CI[-0.212, 0.151]) nor between labeling and correctness (∆R2 = .000, F(1, 522) = 0.07, p =
.798, 95% CI[-0.185, 0.143]). Therefore, H13a and H14a were not supported.

Regarding the comparison of the argument without a label and the argument with AI label,
the findings revealed that the overall models were significant (Argument strength: R2 = .018,
F(3, 511) = 3.10, p < .05, Correctness: , R2 = .023, F(3, 510) = 3.92, p < .01), but no moderating
effects were found (Argument strength: ∆R2 = .000, F(1, 511) = 0.077, p = .781, 95%
CI[-0.074, 0.098]; Correctness: ∆R2 = .002, F(1, 510) = 0.918, p = .338, 95% CI[-0.085,
0.248]). Thus, H13b and H14b were not supported.

Furthermore, an individual’s innovativeness did not moderate the effects of labeling on
perceived argument strength (∆R2 = .000, F(1, 502) = 0.175, p = .676, 95% CI[-0.213, 0.138])
or perceived correctness (∆R2 = .002, F(1, 500) = 1.037, p = .309, 95% CI[-0.252, 0.080]) in
the comparison of the collaboration label and AI label (Argument strength: R2 = .008, F(3,
502) = 7.21, p =.28, Correctness: , R2 = .007, F(3, 500) = 1.24, p = .293). Thus, H13c and H14c
were not supported.

3.4 Discussion of the results of study 2

The first objective of our second study was to examine how authorship labels influence
recipients’ quality perceptions of arguments regarding influenza vaccination. In line with
previous research [Karinshak et al., 2023; Lim & Schmälzle, 2024; Teigen et al., 2024],
labeling arguments as human-generated (by medical experts) led to higher quality
assessments than labeling them as AI-generated for both argument strength and
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correctness. The AI label resulted in lower quality perceptions than no label. Only in
comparison with the collaboration label, the AI label was not rated significantly worse.
However, the collaboration label was assessed significantly lower than the expert label,
suggesting that AI involvement alone reduces perceived argument strength and correctness
of arguments on the influenza vaccination.

A second objective was to extend the current state of research regarding possible
explanations for the different perceptions of the labels by investigating the moderating roles
of trust and innovativeness. Our analyses revealed that trust in AI did not moderate
differences in the quality perception between the AI label and other labels, contradicting the
findings of Karinshak et al. [2023], who found moderating effects of a lack of trust in AI on
the perception of labeling between expert and AI labels in a vaccination context. This
discrepancy may be due to lower levels of trust in AI and less variance in our sample.
Approximately half of our participants reported that they had never used AI, such as
ChatGPT. This could lead to an inadequate understanding of ChatGPT, a lack of experience
to build trust, or less stable trust assessments toward AI [Barber, 1983], which might not
serve as heuristic cues.

The German context may also play a role, as the comparatively high level of access to
medical professionals in Germany makes the role of doctors in providing health information
arguably more important than that of digital sources [Link et al., 2022]. It is therefore
possible that German residents are more skeptical about the use of AI for health purposes.
Additionally, the measurement of trust might impact the absence of the moderation effect.
Besides the single item, trust in AI was measured very broadly instead of focusing
specifically on ChatGPT as the source of the argument provided.

Contrary to previous research [Jang et al., 2023; Jung et al., 2017; Khan et al., 2019],
innovativeness did not moderate the effect of labeling on quality assessments. More
innovative individuals did not assess AI-generated information as being of higher quality,
leading to smaller differences between the AI label and other labels. One possible
explanation could lie in the health context of the study, which is more sensitive than
AI-generated recommendations in other contexts [Jang et al., 2023; Khan et al., 2019], and
may require more positive attitudes toward AI than individuals’ innovativeness, which
indicates openness to new technologies. This aligns with findings by Teigen et al. [2024],
which suggest that labeling effects vary across domains such as health, politics, or finance.

Trust in science and the STIKO moderated the effect of labeling. In line with H9a, H10a, H11a,
and H12a, high trust in science or the STIKO increased the differences between the quality
assessments of the expert and AI labels. Even at lower trust in science or the STIKO,
expert-labeled arguments were perceived as more correct than AI-labeled ones, and with low
trust in the STIKO, this was also the case for argument strength. The effect increased with
increasing trust. When comparing the collaboration label to the AI label, high trust in the
STIKO led recipients to perceive the argument with the collaboration label as significantly
stronger than with the AI label. This indicates that collaboration alone is not sufficient to
result in a better quality assessment; it is necessary that the experts involved are perceived
as trustworthy. Additionally, it seems important that the contributing experts are specifically
trusted, as evidenced by the finding that trust in science in general did not lead to any
differences between AI and collaboration labels.
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4 Discussion

Our two studies aimed to investigate whether AI can provide adequate information from the
recipient’s perspective and how the information provided is perceived when authorship is
unknown (Study 1) or disclosed (Study 2).

4.1 Key findings

Overall, our two-study design revealed that both AI and experts were able to provide
convincing and correct information about influenza vaccination. However, unlike previous
research [Jakesch et al., 2019; Karinshak et al., 2023; Lim & Schmälzle, 2023; Palmer &
Spirling, 2023], our results showed that recipients perceive experts’ arguments as stronger
and more correct, even when authorship is unknown. We attribute this to our approach of
simulating natural usage without pre-training ChatGPT. Notably, the perceived quality of
experts’ arguments was more consistent, while the perceived quality of ChatGPT’s arguments
exhibited greater variation. This suggests that when users search for vaccine-related
information using ChatGPT, they may encounter information they find less appropriate than
when they seek information from experts.

Furthermore, the results of our second study showed that labeling information as
AI-generated consistently led to lower quality assessments compared to expert-labeled or
unlabeled arguments, reinforcing the results from Study 1. The use of ChatGPT by experts
was also perceived more negatively than information labeled solely as authored by experts.

Aiming to identify the reasons for the poorer assessment of AI-generated arguments, our
experimental study indicated that the already better evaluation of information from medical
experts increased even further when people trusted science or the STIKO. However, the
poorer assessment of AI-generated arguments could not be compensated by a higher level
of trust in AI, which contradicts previous research [Karinshak et al., 2023]. Additionally, a
high level of innovativeness did not affect quality perceptions, likely due to the health context,
where arguments are rated more systematically.

4.2 Limitations

While our studies contribute to the understanding of individuals’ perceptions of AI-generated
health information, several limitations should be considered and can guide future research.
First, our sample was highly educated and older than the general German population. While
education may be linked to higher trust in science [Wissenschaft im Dialog, 2023], age
differences could also impact attitudes toward AI. Future research should explore how both
factors influence the perception of AI-generated health information. Second, we measured
trust in AI in a generalized manner, whereas the AI label specifically displayed ChatGPT as
the source. Future research should consider measuring trust more specifically. Third, our
focus on influenza vaccination limits generalizability to other health contexts, warranting
further research. Fourth, we examined only a subset of possible moderators; future studies
should explore additional factors such as attitudes toward AI, including the machine heuristic
[Sundar, 2008, p. 83], the tendency to view machine decisions as “objective” and “free from
ideological bias.” Another promising moderator could be an individual’s involvement, given
its importance in dual process models [Petty et al., 1981]. Fifth, our study used the GPT-3
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version of ChatGPT, available for free during data collection. Since GPT-4 surpasses GPT-3
in several abilities [Ahsan et al., 2023], the results of our first study might differ with GPT-4.
Additionally, as ChatGPT is not specialized in medical contexts [Zhou et al., 2023], future
research could compare health-related AIs with medical experts. Sixth, since we focused on
recipients’ perceptions, we cannot determine whether expert arguments were inherently
superior. Future studies should investigate the reasons for the different perceptions when
the source is unknown. Seventh, because we used only one argument as a stimulus in the
second study, we cannot ascertain whether the actual strength of the argument might
influence the label effect. Therefore, future research should compare weak and strong
arguments. Lastly, our study did not consider the interactive capabilities of chatbots, which
are designed for dialogue. Since dialogic engagement has been shown to effectively counter
misinformation [Costello et al., 2024], future research should explore the potential impact of
interactive chatbot features on the perception of AI-generated health information.

5 Conclusion

Regarding the potential of AI for providing health information [Deiana et al., 2023; Lee et al.,
2023; Meng et al., 2024], our results indicate that AI can provide users with information
perceived as high quality. However, this potential is limited by varying perceptions of content
quality. While AI allows users to ask personalized follow-up questions [Lee et al., 2023] and
gain detailed information that can contribute to a convincing and correct overall picture of a
health issue, adequate health literacy is still essential to assess the quality of the information
and evaluate its helpfulness or applicability. Moreover, AI-generated content depends on how
questions are formulated, posing a risk of misleading answers if prompts are unclear [Deiana
et al., 2023]. This can be particularly problematic in the context of health information. Future
efforts should therefore focus on equipping users with the necessary skills to effectively
utilize AI for health information seeking.

Additionally, our findings show that the potential of AI might also fail because individuals are
skeptical toward AI and attribute less quality to arguments if they know that AI was involved
in their generation. Efforts are needed to support individuals in making informed trust
assessments and managing risk perceptions toward AI. Given the unclear sources of AI
training data and the prevalence of misinformation online [e.g., Deiana et al., 2023], as well
as the fact that AI chatbots are probabilistic language models and do not provide verified
knowledge [Yildirim & Paul, 2024], it may be beneficial for individuals to rate expert
information as higher quality. As AI continues to expand across various fields, labeling
expert-generated information could be advantageous. Furthermore, fostering trust in
scientific and medical institutions like the STIKO remains crucial, as such trust seems to
enhance the perceived quality of their information.
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A Details on the study design

Table 3. Overview of the measures.

Construct Examples of item
wording

Response
scale

Descriptive Internal
Consistency

Source

Perceived
Argument
Strength

The statement is a
reason for getting the
influenza vaccination
that is convincing.

The statement gives a
reason for getting the
influenza vaccination
that is important to
me.

five-point
Likert-type
scale from
1 “Strongly
disagree” to
5 “Strongly
agree”; 1 “Not
at all” to 5
“Completely”;
1 “Very weak”
to 5 “Very
strong”

see Table 1
and Table 2

Study 1: Cronbach’s
α = .92 - .95

Study 2: Cronbach’s
α = .91 - .93

Zhao et
al. [2011]

Correctness The text presents the
facts as they are.

The information
given is true.

five-point
Likert-type
scale from
1 “Strongly
disagree” to
5 “Strongly
agree”

see Table 1
and Table 2

Study 1: Cronbach’s
α = .92 - .95

Study 2: Cronbach’s
α = .83 - .86

Kohring
and
Matthes
[2004]

Trust To what extent do you
trust the following in-
stitutions or technolo-
gies?

five-point
Likert-type
scale from
1 “Not at all”
to 5 “Com-
pletely”

Self-
developed

Science M = 4.19
SD = 0.80

Standing Committee
on Vaccination

M = 3.62
SD = 1.16

AI M = 2.32
SD = 0.93

Innovativeness I am suspicious of new
inventions and ways of
thinking related to arti-
ficial intelligence. (re-
versed)

five-point
Likert-type
scale from
1 “Strongly
disagree” to
5 “Strongly
agree”

M = 3.14
SD = 0.93

Cronbach’s α = .86 Goldsmith
[2011],
adapted
to the
context
of AI
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Figure 1. Example of the stimulus material.

English translation. The real flu (influenza) is not a simple cold (“flu-like infection”) but a
serious infection caused by influenza viruses. After contracting influenza viruses, about one-
third of those affected experience a sudden onset of flu symptoms, including high fever (above
38.5°C), dry cough, headaches, sore throat, muscle and joint pain, fatigue, and sometimes
nausea/vomiting as well as sweating episodes. The flu vaccination helps prevent this.
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