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Abstract

This study explores the role of ChatGPT in science-related information retrieval, building on
research conducted in 2023. Drawing on online survey data from seven countries — Australia,
Denmark, Germany, Israel, South Korea, Taiwan, and the United States — and two data
collection points (2023 and 2024), the study highlights ChatGPT’s growing role as an
information intermediary, reflecting the rapid diffusion of generative AI (GenAI). While
GenAI adoption is a global phenomenon, distinct regional variations emerge in the use of
ChatGPT for science-related searches. Additionally, the study finds that a specific subset of
the population is more likely to use ChatGPT for science-related information retrieval. Across
all countries surveyed, science-information seekers report higher levels of trust in GenAI
compared to non-users. They also exhibit a stronger understanding of how (Gen)AI works
and, with some notable exceptions, show greater awareness of its epistemic limitations.
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Seeking scientific information plays a vital role in education, curiosity-driven exploration, and
practical decision-making, empowering individuals to navigate an increasingly complex world
[Brossard, 2013; Segev & Baram-Tsabari, 2012]. Digital media have become central
intermediaries in this process, shaping how knowledge is exchanged and negotiated within
society [Neuberger et al., 2023]. These intermediary functions have increasingly been
augmented by algorithms, introducing new levels of automation into epistemic practices
[Bartsch et al., 2025]. In this context, artificial intelligence (AI), specifically generative AI
(GenAI), is reshaping the mediation between science and society — not only by disseminating
content but also by autonomously generating and contextualizing it [Schäfer, 2023].

The release of ChatGPT in 2022 marks a transformative moment in this respect. Developed
by OpenAI, ChatGPT is a large language model (LLM) designed to generate coherent and
contextually relevant text in response to user prompts. Given its central role in the GenAI
landscape [Fletcher & Nielsen, 2024], focusing on ChatGPT provides a suitable lens through
which to examine broader trends in the use of GenAI for science communication.
Accordingly, this study examines the use of ChatGPT for science-related information
retrieval, building on prior research conducted in 2023 [Greussing et al., 2025].

Serving as a direct follow-up to our 2023 investigation, this study has two primary objectives.
First, it provides a cross-country comparison of the reported use of ChatGPT for
science-related information searches, highlighting variations in the proportion, knowledge,
and trust levels of people who engage ChatGPT for science-related queries across seven
technologically advanced countries [World Intellectual Property Organization, 2024]:
Australia, Denmark, Germany, Israel, South Korea, Taiwan, and the United States (U.S.A.).
Cross-country comparison is vital as it acknowledges GenAI as a global phenomenon, with
its adoption shaped by diverse regional, cultural, and economic contexts. The seven
countries under investigation make it possible to explore patterns in AI-driven science
communication practices across varied yet comparable settings. Each represents a society
with high internet penetration and engagement with digital tools [World Intellectual Property
Organization, 2024], while diverging in aspects such as cultural priorities including attitudes
toward AI [Neudert et al., 2020] and the structure of their science communication
ecosystems [Gascoigne et al., 2020].

Second, this study examines changes over time in the use of ChatGPT for science-related
inquiries, drawing on data collected in 2023 and 2024. This period captures a critical phase
in the evolution of GenAI, from its initial adoption to its growing integration into everyday
platforms and applications, enhancing user familiarity and embedding the technology into
routine practices [Liu & Wang, 2024]. The years 2023 and 2024 were further characterized
by intensified public debate on GenAI, drawing attention to both its potential benefits and
associated risks [Dijkstra et al., 2024; Roe & Perkins, 2023]. Technologically, ChatGPT
advanced significantly during this period, improving in accuracy, contextual comprehension,
and its ability to address complex, domain-specific queries [Reeves & Sylvia, 2024].
Simultaneously, competing applications like Microsoft Copilot, Google Gemini, and Claude
gained prominence, reshaping the global GenAI landscape. In 2023, different GenAI
applications exhibited distinctive features that influenced their suitability for science
communication [Klein-Avraham et al., 2024]. By 2024, innovations such as ChatGPT’s
web-browsing functionality blurred these distinctions, enabling different applications to
perform overlapping tasks and offer increasingly similar user experiences. Despite this
convergence, focusing on a specific GenAI application remains a valuable approach for
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studying science-related information retrieval [e.g., Volk et al., 2024], and it allows for
meaningful comparisons with existing research.

1 The role of GenAI in science communication

Ever since the release of ChatGPT in late 2022, the transformative potential of GenAI for
science communication has gained rapid recognition [e.g., Alvarez et al., 2024; Biyela et al.,
2024]. GenAI models are capable of processing large volumes of information and produce
coherent, context-specific outputs in natural language, which can enhance the accessibility
of scientific knowledge [Schäfer, 2023]. However, they are not inherently programmed to
prioritize accuracy or reliability, raising concerns about oversimplification of nuanced
scientific issues and dissemination of misinformation [Schäfer et al., 2024; Shin et al., 2024].
These concerns are underlined by studies showing that models such as ChatGPT are
optimized to present information in a clear and relatable style, making them particularly
appealing to users [Doshi & Hauser, 2024]. Moreover, there is evidence that information
delivered through text-based dialogic interfaces is perceived as more credible than identical
content in static text formats [Anderl et al., 2024]. However, the perceived interactivity of
chatbots has also been shown to reduce health-related misperceptions [Gong & Su, 2024].
This dual capacity of GenAI to effectively disseminate both accurate and inaccurate
information, while making it difficult for users to distinguish between organic and synthetic
content, presents significant challenges as it can heighten epistemic uncertainty surrounding
scientific topics and discourage users from critically evaluating AI-generated material
[Spitale et al., 2023].

Biases embedded in the training data of GenAI models further complicate their use. For
instance, a study on climate justice has highlighted how these biases manifest in outputs,
potentially influencing public understanding [Nguyen et al., 2024]. At the same time, GenAI
tools have demonstrated the potential to benefit disadvantaged groups, with individuals of
lower educational attainment gaining the most knowledge from AI-generated summaries of
historical events [Karell et al., 2024]. These findings underscore the nuanced and
context-dependent role of GenAI in science communication.

A particularly notable feature of GenAI is its ability to provide personalized learning
experiences, enabling users to explore scientific topics in ways that align with their interests
and prior knowledge. This supports the vision of “dialogue at scale”, where personalized
interactions with AI systems can broaden public engagement with science [Schäfer, 2023].
However, given the reported influence of AI-generated content on people’s opinions and
beliefs [e.g., Wang & Peng, 2023], the personalization built into GenAI models also carries
risks. Studies suggest that tailored responses from GPT-models may reinforce users’
pre-existing views, prompting critical questions about their impact on public understanding
and engagement with science [Chen et al., 2024; Volk et al., 2024].

2 Adoption and use of GenAI

Due to their ability to provide seemingly instant access to vast amounts of knowledge, GenAI
applications have been quickly adopted for information retrieval [Liu & Wang, 2024],
including for science-related issues [Choudhury & Shamszare, 2023]. According to a 2024
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Reuters report, 11% of respondents across six countries — Denmark, the U.S.A., the United
Kingdom (U.K.), Argentina, France, and Japan — reported using GenAI for factual inquiries on
at least one occasion [Fletcher & Nielsen, 2024].

For understanding the factors that drive technology adoption, the Technology Acceptance
Model (TAM) [Davis, 1989] builds upon the Theory of Reasoned Action and the Theory of
Planned Behavior. Central to TAM are two key determinants: perceived usefulness and
perceived ease of use, which shape users’ attitudes toward the technology. These attitudes,
in turn, influence behavioral intentions, ultimately predicting actual usage. However,
technology adoption is not a uniform process; it is shaped by a complex interplay of
individual characteristics and contextual factors. Over time, the TAM has thus evolved to
incorporate additional determinants, including cultural dimensions. A meta-analysis on
e-learning, for example, indicates that in collectivistic cultures, subjective norms and
self-efficacy have a stronger impact on users’ behavioral intentions, whereas in
individualistic cultures, perceived usefulness plays a more significant role [Zhao et al., 2020].

Moreover, studies in the U.S.A. and Germany suggest that individuals who feel confident in
their ability to interact effectively with AI are more likely to adopt AI tools for health
information-seeking. Additionally, attitudes toward using AI for health information-seeking,
combined with subjective AI-related norms, significantly influence whether people
incorporate AI into their behaviors [Liao et al., 2024; Link & Beckmann, 2024].

The present study is grounded in the TAM by focusing on perceived usefulness and perceived
ease of use. Perceived usefulness is defined as the extent to which individuals believe that
using a particular technology will enhance their task performance [Davis, 1989]. In the
domain of science-related information retrieval, the perceived usefulness of GenAI
applications may be seen as ambiguous. Empirical research has shown that individuals seek
scientific information online primarily after exposure to media coverage [Baram-Tsabari &
Segev, 2015; Myrick et al., 2015] or in response to educational prompts on specific topics,
such as genetics [Segev & Sharon, 2017]. While GenAI can make complex scientific topics
more accessible by summarizing information or explaining concepts in easy terms [Skjuve
et al., 2023; Wissenschaft im Dialog, 2023], their capacity to provide real-time, up-to-date
information on the latest scientific developments is limited. The free version of ChatGPT
available in 2024 relies on a knowledge base that is only as current as the training data it
was built on. Similar to its limitations in delivering accurate and timely updates on current
events [Fletcher & Nielsen, 2024] and coupled by concerns regarding the accuracy and
reliability of AI-generated content [Schäfer et al., 2024], its usefulness may therefore be
perceived as limited. However, as GenAI becomes more integrated into daily routines and
gains broader societal adoption [Liu & Wang, 2024], more people may turn to ChatGPT for
science-related information searches compared to 2023. This raises questions about trends
in adoption rates between 2023 and 2024, leading to the first research question (RQ):

RQ1a: What proportion of people in the countries being investigated use
ChatGPT to search for science-related information in 2024 compared with
2023?

The TAM identifies ease of use, defined as the extent to which an individual believes that
using a particular technology will require minimal effort, as a second primary factor
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influencing technology adoption [Davis, 1989]. This is particularly relevant given the distinct
functionality of ChatGPT compared to traditional information intermediaries such as search
engines. While search engines curate and rank web links based on relevance, ChatGPT
provides synthesized, conversational responses that simulate human interaction [Guzman &
Lewis, 2019; Klein-Avraham et al., 2024]. The growing familiarity with GenAI underscores the
need for continued exploration of how users relate to GenAI applications compared to
established information intermediaries such as search engines. This further allows for
identifying broader shifts in the information landscape [Neuberger et al., 2023]. Accordingly,
this study examines users’ satisfaction with science-related information retrieved via
ChatGPT compared to Google Search, as well as their confidence in using each system. We
ask:

RQ1b: How do users perceive science-related information retrieval with
ChatGPT and Google Search in 2024 compared with 2023?

Beyond science-related information searches, GenAI applications serve a broad array of
purposes, such as assistance in writing or brainstorming ideas [Fletcher & Nielsen, 2024].
Comparing these diverse applications with science-related searches can offer deeper
insights into the perceived usefulness of GenAI technology by contextualizing how it
addresses various user needs. By examining these broader applications alongside its role in
science-focused searches, we can identify patterns in user engagement and better interpret
the adoption rates observed. We thus pose a follow-up question:

RQ1c: What other purposes are regular ChatGPT users employing GenAI
for in 2024?

3 Characteristics of GenAI users seeking science-related
information

Researchers and science communicators have suggested that GenAI’s simplified access to
information could broaden the accessibility of science-related content to wider audiences
[Biyela et al., 2024; Schäfer, 2023]. However, to date, studies show that certain demographic
groups are more inclined to use GenAI: for instance, applications like ChatGPT are more
popular among younger users, men, and individuals with higher levels of formal education
[Fletcher & Nielsen, 2024; Liu & Wang, 2024]. This trend extends to the use of GenAI for
science-related information searches [Greussing et al., 2025], aligning with general patterns
on technology adoption [e.g., Casino et al., 2019, for blockchain technology] and persistent
societal disparities reflecting the digital divide [van Dijk, 2020]. Thus, to track potential
shifts in the user base of ChatGPT, in this study — as in our 2023 investigation [Greussing
et al., 2025] — we intend to focus on three subpopulations: (1) regular users of ChatGPT who
use the technology for science-related information search, (2) regular users of ChatGPT who
use the technology for other purposes, and (3) non-users. Besides general interest in the size
of the three subpopulations, we are interested in their demographics, their level of
knowledge about the functioning of AI and the quality of the output generated by GenAI, and
their level of trust in GenAI.
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4 Knowledge about AI

Research on public understanding of AI shows that, as with other scientific issues that are
complex in nature [Krauss & Colombo, 2020], knowledge about AI remains relatively limited
among the public [Lermann Henestrosa & Kimmerle, 2024; Selwyn & Gallo Cordoba, 2022].
Prior to 2022, research on algorithm literacy emphasized the role of (news) media as a
primary, accessible source of information [Dogruel et al., 2022; Zarouali et al., 2021]. As
GenAI technologies gained prominence in 2022, the volume of news articles, debates, and
commentary on these models surged [Dijkstra et al., 2024]. In addition, a U.K.-based study
found that headlines about GenAI often centered on explaining the technology
itself — besides reporting potential dangers and disruptions that may be caused by AI
technologies [Roe & Perkins, 2023]. The intensified focus on AI in public discourse may
have contributed to greater public awareness and a more nuanced understanding of these
systems. Consequently, people today may have a better grasp of AI than they did in 2023.

Of particular interest within science communication is whether publics have developed an
understanding of the epistemic limitations of GenAI, including the inherent boundaries in its
ability to generate reliable content [Ji et al., 2023], and whether this type of knowledge is
associated with the use — or non-use — of GenAI for science-related information searches.
To assess the AI knowledge of individuals who use ChatGPT for science-related information
compared to other subpopulations, we pose the following research question:

RQ2: What is the level of factual knowledge about (Gen)AI1 among ChatGPT
users who engage the model for science-related information searches
compared to non-users and users who utilize ChatGPT for other purposes
in 2024 compared with 2023?

5 Trust in GenAI

Trust can be understood as a relational variable between a trustor (subject of trust) and a
trustee (object of trust), where the trustor relies on the trustee to perform a task that holds
value for them [Lee & See, 2004]. In its nature, trust involves uncertainty and risk, as there is
always the possibility that the trustee may fail or act contrary to the trustor’s interests [Mayer
et al., 1995]. In this sense, trust operates as a mechanism for reducing complexity, enabling
individuals to navigate uncertain environments with greater confidence.

The use of GenAI for science-related purposes can be considered a situation of uncertainty
and risk, as errors and omissions in outputs generated by these models can significantly
impact public understanding and decision-making. GenAI is inherently probabilistic, relying
on patterns in training data to generate responses, while lacking actual understanding of
these responses. As a result, it may confidently present outputs that are incomplete, biased,
or entirely incorrect. Additionally, commercial GenAI applications are often opaque,
functioning as “black-box” technologies that obscure how conclusions are reached [van Dis
et al., 2023], thus increasing uncertainty and making it even harder for users to evaluate the

1. Throughout this article, we use the term (Gen)AI, as distinct from GenAI, to indicate that we are referring to both
AI in general and Generative AI specifically, as our measurement of factual knowledge covers both domains.
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credibility of the information they provide [Ou et al., 2024]. In other words, when interacting
with a GenAI application like ChatGPT, users are at an epistemic disadvantage [Walmsley,
2021], which makes trust in GenAI a critical factor [Jonas et al., 2024].

Trust has been shown to play a crucial role in technology acceptance more generally [Kelly
et al., 2023], and with regard to AI and algorithms more specifically [Choung et al., 2023;
Rheu et al., 2021]. Yet, a large-scale study involving participants from the U.S.A., Australia,
Canada, Germany, and the U.K. found that people exhibit rather low levels of trust in AI
[Gillespie et al., 2021]. These findings have been further supported by research in Germany,
particularly concerning GenAI used to communicate science-related information [Schäfer
et al., 2024]. Experimental studies comparing science content attributed to AI versus human
authorship, however, reveal no significant difference in perceived trustworthiness or
credibility of the content itself [Lermann Henestrosa et al., 2023].

Trust is typically a stable construct, and the patterns of trust across different user groups may
remain consistent over time. However, it can be shaped by mediated experiences. Between
2023 and 2024, an intensified public discourse, increased familiarity with GenAI technology,
and advancements in its development may have influenced the overall level of trust in GenAI.
This raises the question:

RQ3: What is the level of trust in GenAI among ChatGPT users who engage
the model for science-related information searches compared to non-users
and users who utilize ChatGPT for other purposes in 2024 compared with
2023?

6 Methods

To address our research questions, we conducted online surveys across seven countries:
Australia, Denmark, Germany, Israel, South Korea, Taiwan, and the U.S.A. Data were collected
at two distinct time points: between July and August 2023 (Ntotal = 4,320) and between
August and September 2024 (Ntotal = 4,449). The number of respondents per country in
2023 was as follows: nAUS = 552, nDEN = 504, nGER = 566, nISR = 500, nKOR = 642, nTWN =
504, nU.S.A. = 1,052. For 2024, it was as follows: nAUS = 699, nDEN = 500, nGER = 562, nISR =
500, nKOR = 500, nTWN = 512, nU.S.A. = 1,176.

Data collection was carried out using online access panels managed by survey companies
located in the seven countries. The survey companies oversaw data collection, adhering to
quotas designed to reflect the respective national adult online populations in terms of age,
gender, and education.2 While the survey companies provided the final datasets, all
subsequent data analysis was performed by the authors of this paper. A demographic
breakdown of respondents by country and year is provided in the supplementary material C
(Tables S6a/b). The questionnaire remained consistent across both survey periods, ensuring
comparability between the 2023 and 2024 data. It was translated into the primary language
of each participating country. The English version of the questionnaire is available in the
supplementary material B.

2. In Denmark, the data was weighted accordingly. In Taiwan, the final sample includes an overrepresentation of
younger individuals and those with higher educational attainment.
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The countries selected for this study are characterized by high levels of affluence and
advanced technological infrastructure [World Intellectual Property Organization, 2024].
However, they display differences in public attitudes toward AI [Neudert et al., 2020] and in
the structure and organization of their science communication landscapes [Gascoigne et al.,
2020]— factors that may shape individual perceptions and usage patterns of GenAI for
science-related information-seeking, thus making them relevant for a cross-country
comparison. It should be noted that country selection was not systematic but was based on
availability through professional networks, yet care was taken to gather data from different
regions of the world. Also, it needs to be acknowledged that online access panels are
generally composed of people voluntarily opting in, typically leading to an overrepresentation
of individuals who have a less-traditional media diet, are politically active [Pforr & Dannwolf,
2017], and can be assumed to be somewhat interested in the topic of the survey. That being
said, the findings of this study need to be interpreted with caution.

7 Measurements

Using ChatGPT for searching science-related information. The variable assessing
science-related information search with ChatGPT follows a format similar to Fletcher and
Nielsen [2024]. The questionnaire first explored participants’ general experiences with five
AI applications — including ChatGPT — and Google Search. Respondents were then
presented with a list of applications they first reported to have experience with, and then
were asked about their use of these applications when searching for science-related
information. Additional variables included respondents’ confidence in finding what they
needed and their contentment with the science-related content they found, each measured
on a 5-point scale single item. To ensure shared understanding across participants, we
provided a definition of “science-related information search.”

Purpose of GenAI use. In the 2024 survey, a multiple-choice question was introduced for
individuals who identified as regular users of GenAI applications to explore the purposes for
which they used them. The question was framed to encompass all GenAI applications in use,
with examples such as ChatGPT and Google Gemini provided, rather than focusing on one
specific application. Drawing on common themes highlighted in the literature [Fletcher &
Nielsen, 2024], the response options included purposes such as writing assistance,
brainstorming, and engaging in dialogue.

Knowledge about (Gen)AI. To assess respondents’ factual understanding of AI and GenAI,
we developed nine statements in collaboration with AI experts and based on prior research
[Long & Magerko, 2020, see the supplementary material B, Tables S8a/b]. Each respondent
evaluated the statements as “true” or “false,” with the option to select “I don’t know.”. Six of
the nine statements focused on the technical functioning of AI, resulting in a sum score from
0 to 6 (M2023 = 3.5, SD2023 = 1.5; M2024 = 3.7, SD2024 = 1.6), while the remaining three
addressed the quality of information provided by GenAI, resulting in a sum score of 0 to 3
(M2023 = 1.5, SD2023 = 1.1; M2024 = 1.6, SD2024 = 1.2). These two types of knowledge
— technical understanding and awareness of epistemic limitations — were weakly correlated
in both years studied (Pearson’s r < .31), warranting separate treatment as distinct
dimensions. Following standard practices in the field [Calice et al., 2022], participants were
provided with definitions of “AI” and “GenAI.” One of the statements about AI functionality,
accurate in 2023, was updated by 2024 to reflect current developments (see the
supplementary material B).

Article JCOM 24(02)(2025)A05 7



Trust in GenAI. To measure trust in GenAI, we utilized a 10-item scale inspired by previous
research [Choung et al., 2023; Weidmüller, 2022]. This scale covered elements of both
human trust (competence/expertise, integrity, and benevolence) and machine trust
(functionality, reliability, and helpfulness; see the supplementary material C, Tables S9a/b). In
the specific context of science communication, dialogue and transparency were included as
additional dimensions, aligned with prior frameworks for evaluating trust in scientific
communicators [Reif et al., 2024]. Items were rated on 5-point scales (1 = “strongly
disagree,” 5 = “strongly agree”), forming a reliable scale in both 2023 (Cronbach’s α= .92,
M = 3.4, SD = 0.8) and 2024 (Cronbach’s α = .93, M = 3.4, SD = 0.8). Based on exploratory
factor analysis, an aggregated trust score was calculated for subsequent analyses.

8 Results

RQ1a: What proportion of people in the countries under study use ChatGPT
to search for science-related information in 2024 compared with 2023?

Echoing previous studies [Fletcher & Nielsen, 2024], ChatGPT remains the most widely used
GenAI model in our study, with n2024 = 1,358 regular users (30.5% of the total 2024 sample).
As illustrated in the supplementary material A (Figure S1), the reported proportion of regular
ChatGPT users across all seven countries increased strongly from 2023 to 2024, with user
numbers at least doubling in each case. Turning to the use of ChatGPT for science-related
information searchers (see the supplementary material A, Table S1), in 2024, this subset
includes 848 users, representing 19% of the total sample — up from 9% (n = 372) in 2023.
This increase, however, primarily reflects growth in the overall number of regular ChatGPT
users.

A closer examination of the breakdown between users searching for science-related
information and those with other interests reveals more nuanced trends (see Table S1).
Comparing the survey data obtained in 2023 and 2024, in Taiwan, the U.S.A., and Australia,
the share of regular users reporting to rely on ChatGPT for science-related searches
decreased, resulting in 78% of users (95% CI [0.72, 0.83]) in Taiwan, 56% (95% CI [0.51,
0.61]) in the U.S.A., and 49% (95% CI [0.41, 0.56]) in Australia. In contrast, reported usage
rates remained steady in South Korea (65%, 95% CI [0.58, 0.72]) and Germany (54% [0.45,
0.62]), while Israel and Denmark stand out as the only countries where the reported
proportion of regular ChatGPT users seeking science-related information increased
— resulting in 69% (95% CI [0.63, 0.75]) of ChatGPT users in Israel and 63% (95% CI [0.54,
0.71]) in Denmark. Overall, in 2024, respondents from Taiwan, Israel, South Korea, and
Denmark appear to be the most inclined to use ChatGPT for science-related information.
This reflects a shift from 2023, when the U.S.A. was part of this leading group, while Denmark
was not.

RQ1b: How do users perceive science-related information retrieval with
ChatGPT and Google Search in 2024 compared with 2023?

In 2024, users across the seven countries studied report contentment with the scientific
information they obtained through ChatGPT (M = 4.0, SD = 0.9) and moderate confidence in
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their ability to find needed information (M = 3.6, SD = 1.0; see the supplementary material A,
Table S2). Comparing ChatGPT to Google Search, at the country level in 2024, respondents in
Denmark and Israel rate ChatGPT significantly lower than Google Search in both satisfaction
and confidence (p < .01). In South Korea and Germany, such a significant difference appears
only in user confidence for finding information (p < .01). Compared to 2023, our findings
suggest evolving user perceptions by country. In 2023, Google Search held higher ratings
than ChatGPT in Germany and Israel, though only in terms of user confidence; no other
countries showed significant differences between the two applications at that time.

RQ1c: What other purposes are regular ChatGPT users employing GenAI
for in 2024?

This analysis examines all regular ChatGPT users in our sample (n = 1,358), with their
responses reflecting use of generative AI applications in general rather than ChatGPT
specifically. Participants could select multiple use cases. As shown in the supplementary
material A (Table S3), regular ChatGPT users primarily utilize GenAI for seeking knowledge
and facts, for language and writing assistance, and for accessing science-related information.
Conversely, using these applications as a conversational partner is the least common
purpose.

RQ2: What is the level of factual knowledge about (Gen)AI among ChatGPT
users who engage the model for science-related information searches
compared to non-users and users who utilize ChatGPT for other purposes
in 2024 compared with 2023?

Among ChatGPT users seeking science information, the understanding of AI technology
varies considerably across countries (see the supplementary material A, Tables S4a/b). On a
six-point sum score, average knowledge ranges from M = 4.0 (SD = 1.6) in Germany to M =
4.6 (SD = 1.1) in Taiwan, and M = 4.5 (SD = 1.1 and SD = 1.0, respectively) in Israel and South
Korea. Compared to 2023 and across all countries, knowledge levels in this group have risen
modestly (t(783.0) = -4.670, p < .001), with an overall mean increase of 0.3. However, this
trend is not observed in Denmark and Germany.

For science information-seekers, knowledge about the quality of information provided by
GenAI — understood as the epistemic limitations inherent in GenAI technology — also varies
by country. The three-point sum scores range from M = 1.2 (SD = 1.0) in Taiwan to M = 2.3
(SD = 1.0) in Denmark, and M = 2.0 (SD = 1.1) in South Korea. Only South Korea shows a
significant increase in understanding of information quality (t(172) = -3.959, p < .001), with a
mean difference of 0.7 between the two points of data collection.

When comparing the three (non-)user groups, across all seven countries studied in 2024,
ChatGPT users seeking science-related information demonstrate a stronger understanding
of both AI functionality (F(2, 4446) = 135.83, p < .001) and GenAI’s epistemic limitations
(F(2, 4446) = 17.99, p < .001) than non-users. At the country level, however, this difference in
knowledge about epistemic limitations between science information seekers and non-users
is not observed in Germany, Australia, or the U.S.A. Notably, in 2024, the number of countries
where science information-seekers demonstrated higher knowledge levels than non-users
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was greater compared to 2023. Despite these gains, responses of “I don’t know” remain
prevalent in 2024 (see the supplementary material C, Tables S8a/b).

RQ3: What is the level of trust in GenAI among ChatGPT users who engage
the model for science-related information searches compared to non-users
and users who utilize ChatGPT for other purposes in 2024 compared with
2023?

The analysis of trust in GenAI among ChatGPT users seeking science-related information
revealed notable differences across countries. In 2024, mean trust scores ranged from M =
3.2 (SD = 0.6) in Denmark to M = 4.0 (SD = 0.4) in Taiwan (see the supplementary material A,
Table S5). Overall, science information seekers reported significantly higher trust in GenAI
compared to both non-users (mean difference = 0.5) and users who employ ChatGPT for
other purposes (mean difference = 0.3; F(2, 3422) = 137.75, p < .001). However, at the
country level, significant differences between the two groups of ChatGPT users were
observed only in the U.S.A., while in Israel, trust levels did not vary significantly across any of
the three (non-)user groups.

These patterns were consistent with those observed in 2023: respondents from Denmark and
Taiwan still reported the lowest and highest trust ratings, respectively, with science
information seekers showing consistently higher trust than non-users (except from those in
Israel). Additionally, as in 2023, a substantial portion of respondents in 2024 were uncertain
about their trust in GenAI, often selecting “I don’t know”. At the country level, among
ChatGPT users employing the model for science-related searches, a comparison of the two
points of data collection revealed that trust increased significantly among respondents in
Israel (mean difference = 0.3) but decreased significantly among respondents in South
Korea (mean difference = -0.2).

9 Discussion

This study contributes to the ongoing discourse about the implications of GenAI for science
communication by providing empirical insights on the use of ChatGPT for science-related
content across Australia, Denmark, Germany, Israel, South Korea, Taiwan, and the U.S.A. Our
descriptive analyses show that from 2023 to 2024, ChatGPT use increased significantly,
reflecting growing public interest and adoption [Liu & Wang, 2024]. A substantial majority of
these users report relying solely on the free versions of GenAI technology. This is particularly
notable, as Volk et al. [2024] identified variations in the quality of science-related outputs
across different GPT models.

Although trends in the proportion of ChatGPT users seeking science-related information
have varied across the seven countries studied, overall, in 2024, a substantial 62% of
ChatGPT users in our study report relying on the application for science-related inquiries.
While GenAI is a global phenomenon, the adoption of ChatGPT for science-related
information searches reveals distinct regional patterns. Although the cross-country
differences identified in our study should be interpreted cautiously due to small sample sizes
and associated sampling variability, the findings provide insights into how such applications
are integrated in the science communication practices in affluent, technologically advanced

Article JCOM 24(02)(2025)A05 10



nations. Respondents from Taiwan, Israel, and South Korea, for instance, reported
considerable use of ChatGPT for science-related inquiries, consistent with trends observed
in 2023. These countries share a strong cultural emphasis on science and technology as
critical drivers of national prosperity, alongside favorable conditions for AI adoption [Getz
et al., 2020; Johnson & Tyson, 2020]. However, their science communication infrastructures
remain at a developmental stage [Baram-Tsabari et al., 2020; Huang et al., 2020; Kim, 2020].
This combination of technological receptivity and evolving science communication systems
may create a promising context for applications like ChatGPT to act as intermediaries,
bridging gaps in access to science-related information. Notably, respondents from Denmark
also report increased use of ChatGPT for science-related information searches in 2024 — a
trend that has also been observed in educational contexts [Thomsen, 2024]. At the same
time, population surveys document that Denmark maintains a rather critical stance toward
new technologies, reflecting a balanced approach to its adoption and use [European
Commission, 2021]. For science communication research, these findings highlight a need for
reflection about GenAI as a new information intermediary to understand the impact of this
emerging technology on individual and collective epistemic practices. Following Neuberger
et al. [2023], the rise of non-human intermediaries complicates traditional roles in the
information ecosystem, blurring distinctions between producers, gatekeepers, and
consumers. Unlike conventional media, GenAI not only disseminates knowledge but also
actively contributes to its construction, potentially challenging established paradigms of
epistemic authority [Bartsch et al., 2025]. Accordingly, future studies should move beyond
specific applications like ChatGPT to examine the broader category of non-human actors
[Guzman & Lewis, 2019], addressing issues such as hybrid authorship and the diminishing
boundaries between human and machine sources.

Our descriptive analyses aimed to characterize ChatGPT users who seek science-related
information, providing insights into this user group’s trust in and knowledge about (Gen)AI
compared to non-users and those who use ChatGPT for other purposes. Across all seven
countries studied, science-information seekers report higher levels of trust in GenAI
compared to non-users. They also demonstrate better understanding of how (Gen)AI
functions and — except in Germany, the U.S.A., and Australia — greater awareness of its
epistemic limitations. Additionally, this user group tends to be younger than the population
average. These trends, consistent with 2023 data, highlight the existence of a tech-savvy
subpopulation [proficient and comfortable with technology; Spica, 2022] that is particularly
inclined toward AI-driven solutions for science-related inquiries. Supporting this observation,
half of these users report utilizing multiple GenAI technologies alongside ChatGPT,
reflecting patterns characteristic of early technology adoption stages [Rogers, 2003].
Looking ahead, it remains to be seen how deeply GenAI technologies will integrate into
science communication practices and whether they will effectively bridge the gap for less
tech-savvy and less science-oriented audiences. A further analysis of our 2024 data reveals
that, across all countries, individuals who use ChatGPT for science-related information
searches report encountering news stories about science and technology more frequently
than non-users (see the supplementary material C, Table S10). This suggests that ChatGPT
currently serves as an additional source of information rather than attracting individuals who
do not already access science-related content through traditional intermediaries. However, it
is important to acknowledge the possibility that our sample may include individuals working
in science-related industries who utilize ChatGPT as part of their professional activities. Also,
this study focuses on ChatGPT, which, at the time of data collection, operated as a
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standalone GenAI application. As GenAI becomes increasingly embedded in traditional tools
for science-related information searches, the dynamics of adoption and perception are likely
to evolve further.

A closer examination of the adoption patterns, user experience, trust, and knowledge about
GenAI among those using ChatGPT for science-related information searches, however,
reveals no consistent trends across the selected countries or between the two points of data
collection. This suggests that ChatGPT’s role as an intermediary for science-related
information may be influenced by country-specific dynamics rather than overarching global
trends. Future research should address this by exploring the contextual factors shaping
adoption, trust, and knowledge about GenAI more in-depth. However, it is important to
critically acknowledge the limitations of our study, particularly the small sample sizes among
ChatGPT users.

Our study shows that in 2024, science-related inquiries indeed appear to be an important
purpose for using GenAI applications like ChatGPT, alongside writing assistance and general
information retrieval. In addition, user satisfaction with ChatGPT is rather high regarding the
science-related information obtained, and users express moderate confidence in their ability
to find what they need. However, particularly among respondents from Denmark and Israel,
differences in user experience arise when ChatGPT is compared to Google Search. This
discrepancy may point to inherent challenges GenAI models face, including concerns over
the accuracy, verifiability, and reliability of information [Skjuve et al., 2023], leading to
cautious optimism among individuals [Wissenschaft im Dialog, 2023].

These findings must be interpreted in light of several limitations. First, the country selection
was non-systematic, and there are relatively small sample sizes for regular ChatGPT users in
each country, precluding robust (multi-level) analyses. Additionally, the lack of panel data
means comparisons across time points rely on independent samples, limiting insights into
longitudinal trends. Furthermore, perspectives from less affluent and technologically
developed regions are notably absent, leaving gaps in understanding how GenAI
applications like ChatGPT interact with their science communication ecosystems. This
omission is underscored by data showing that low-income economies account for less than
1% of ChatGPT traffic [Liu & Wang, 2024]. Here, future research is needed.

Despite its limitations, this study highlights sustained public interest in ChatGPT for
science-related information in the seven countries under study, albeit primarily among a
distinct demographic. Given the rapid advancements in this technology, scholarly efforts are
needed to explore whether and how GenAI will emerge as a new type of information
intermediary. Science communication research should accompany this process with both
empirical and theoretical efforts, also given the inherent limitations associated with the
current versions of GenAI models accessible to the public. This study represents one step in
that direction.
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