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Comparing the efficacy of narrative and didactic inoculation in combating climate change misinformation: impact on misbeliefs and intention to share misinformation
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Abstract

Previous research has suggested that incorporating emotional language and exemplars within
inoculation messages could enhance their effectiveness in inducing resistance to climate change
misinformation. We conducted a between-subject experiment with four conditions (negative
narrative inoculation, positive narrative inoculation, didactic inoculation, and misinformation
only condition) to test the effectiveness of inoculation. We found that didactic inoculation
increased perceived threat significantly more than both types of narrative inoculations. However,
there were no significant differences across these three types of inoculation messages in
conferring resistance to misinformation regarding counterarguing against misinformation,
belief in misinformation, perceived credibility of misinformation, or intention to share
misinformation.
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1  Introduction

Misinformation can be defined as factually inaccurate information that is not supported by expert
opinion or clear evidence [Nyhan & Reifler, 2010]. Widespread belief in science-related
misinformation has led to public distrust of scientific experts and climate change misinformation
has decreased public support for mitigation policies [Cook et al., 2017; van der Linden et al., 2017].
Despite corrections that have been used to debunk public misbeliefs about climate change,
numerous studies have found the continued influence of misinformation: falsehoods are
challenging to retract and correct once they become deeply embedded in human memory
[Lewandowsky et al., 2012; Walter & Tukachinsky, 2020]. Even when a correction is successful in
updating beliefs, it does not necessarily translate into attitude change or behavioral change
because individuals continue to rely on debunked information [Thorson, 2016]. Considering
these challenges, researchers suggest that a preemptive approach, namely inoculation
or prebunking, might better educate and prepare individuals to resist the impact of
misinformation before they are exposed to it [Roozenbeek & van der Linden, 2019b,
2019a].


Inoculation theory posits that preemptively exposing individuals to weakened or refuted
arguments, an individual can build up more resistance to future persuasive attacks [McGuire,
1964]. The inoculation process is likened to a biomedical immunization which offers a proactive
approach to fight misperceptions of science. Classic inoculation research focuses on “cultural
truism” issues such as brushing teeth [McGuire, 1964]. Current research emphasizes the need to
investigate whether inoculation messages can be applied to controversial issues [Compton, 2020;
Cook et al., 2017], so-called “therapeutic inoculation” for individuals already “infected”
[Compton, 2020]. Although some research studies have found that inoculation can
bolster resistance to persuasion among individuals with initially neutral or opposing
attitudes, even when misperceptions have already taken root and prevention is not feasible
[Ivanov et al., 2017; Wood, 2007], the question remains whether inoculation can help
reduce the negative impact of misinformation on misbeliefs regardless of preexisting
attitudes.


Scholars have proposed the potential effectiveness of narratives as an inoculation treatment
strategy [e.g., Biddlestone et al., 2023; Compton & Pfau, 2005]. Narrative is commonly recognized
as a powerful persuasive strategy [Slater & Rouner, 2002]. It is able to convey threats when
individuals are exposed to identifiable characters within an inoculation message [Pfau et al., 1992].
When narratives are used within inoculation messages, they can elicit negative emotions such as
fear or positive emotions such as happiness, which later impact the inoculation process [Pfau
et al., 2001, 2004]. Although narrative techniques have been employed in constructing emotional
inoculation messages, little is yet known about how narrative inoculation might aid or dampen
resistance and how that differs from non-narrative (didactic) inoculation [Compton & Mason,
2020].


To answer these questions, we test whether an inoculation message embedded with a
narrative can better “immunize” public audiences against misinformation compared with
messages that do not contain a narrative. A between-subject online experiment with
four conditions (negative narrative inoculation, positive narrative inoculation, didactic
inoculation, and a misinformation-only condition) was employed. We strived to unveil the
differences among the three types of inoculation messages in terms of counterarguing against
misinformation, belief in misinformation, perceived credibility, intention to share misinformation,
and how preexisting attitudes about climate change impact individuals’ resistance to
misinformation.





2  Theoretical background




2.1  Inoculation against misinformation

Inoculation theory proposes that individuals will be better able to resist a persuasive attempt if
they are inoculated ahead of time [McGuire, 1964]. The process of inoculation begins with giving
audiences weaker doses of counterarguments, enabling them to build resistance against stronger
versions of future persuasive messages. This is likened to receiving an annual flu shot
that contains a weakened form of the flu virus, but the inoculation is strong enough to
generate antibodies without overwhelming it. While the initial focus of inoculation was
on cultural truisms and non-controversial issues, it has proven successful for dealing
with various other issues and contexts, including politics [Compton & Ivanov, 2013],
health [Niederdeppe et al., 2015], marketing [Compton & Pfau, 2004], animal rights
issues [Nabi, 2003], conspiracy propaganda [Banas & Richards, 2017], and combating
misinformation [Basol et al., 2020]. Numerous studies have shown inoculation to be efficacious
when combating misinformation that concerns highly contested issues, such as climate
change [Cook et al., 2017] and vaccination [Amazeen et al., 2022; Jolley & Douglas,
2017].


Inoculation treatments consist of two essential components: threat or forewarning, and
refutational preemption [Banas, 2020; Compton & Pfau, 2005]. The threat or forewarning
component aims to inform individuals that their attitudes or beliefs may be susceptible to
persuasion, thereby motivating them to develop resistance against persuasive attacks.
Refutational preemption provides individuals with specific content and a method to strengthen
their counterargument ahead of time [McGuire, 1964]. This is achieved by employing a two-sided
message introducing and refuting potential challenges to one’s attitude or beliefs [Banas, 2020].
Refutational preemption is included to help individuals practice how to defend their attitude or
beliefs through counterarguing.


Recent research has found that technique-based inoculation focusing on informing people about
misinformation techniques could increase individual literacy in dealing with misinformation,
which is another form of a refutational-different message [Roozenbeek & van der Linden, 2019b,
2019a; Roozenbeek et al., 2022]. For instance, fake expertise is a common technique used in
spreading misinformation and deception, where a source or an individual is presented as an
expert in a certain field or topic, while in reality they may have no credentials, qualifications, or
expertise in that area [Cook et al., 2017]. This technique can be a powerful tool for manipulating
individuals’ beliefs and opinions, as people tend to trust and rely on information that comes from
perceived authorities. Technique-based inoculation can help individuals become aware of this
technique and develop their media literacy skills to be able to identify and reject such false
claims.





2.2  Potential of different types of narrative inoculation

Considering encouraging findings, researchers have acknowledged the importance of further
exploring and refining technique-based inoculation approaches to enhance the ability of public
audiences to detect and counteract misinformation [Roozenbeek et al., 2022]. Some studies have
incorporated narrative techniques into inoculation messages to explore the role of affect in the
inoculation process across different contexts [Compton & Pfau, 2008; Pfau et al., 2001]. However,
there is yet to be a direct comparison between the effectiveness of narrative inoculation and
didactic inoculation messages in resisting persuasive attacks. Recent research suggests that
narrative inoculation can indirectly decrease belief in conspiracy theories by reducing
susceptibility to the conjunction fallacy — a cognitive bias where individuals erroneously
perceive specific conditions as more probable than a single general one [Biddlestone et al.,
2023]. This finding highlights the potential of narrative strategies for strengthening
cognitive resilience against misleading information by targeting underlying cognitive
processes.


Furthermore, previous research predominantly utilized negative narratives to counteract
misinformation, which highlights the adverse consequences of believing in misinformation
[Huang & Wang, 2022; Wang & Huang, 2021]. However, positive narratives emphasizing
hope and progress may be more effective in promoting prosocial behaviors compared
with negative narratives [Fitzgerald et al., 2020]. Incorporating emotional shifts from
negative to positive [Nabi & Green, 2015] could enhance the efficacy of individuals
processing refutational preemption messages after being forewarned. For instance, when
individuals read stories that emphasize the suffering of those who believe in health
misinformation, they may experience an increased threat but might not necessarily feel
more capable [Nabi & Myrick, 2019] of effectively dealing with misinformation. On the
other hand, when individuals read stories that highlight the resilience and hope of
individuals addressing the same issue [Fitzgerald et al., 2020], or those facing vaccine
misinformation, they may initially feel the threat but subsequently experience hope for positive
change.


The present study aims to investigate how different types of narrative, specifically negative and
positive narrative inoculation, might generate resistance towards misinformation. Negative
narrative inoculation involves highlighting the negative consequences of failing to identify
misinformation techniques, while positive narrative inoculation emphasizes the positive outcomes
of successfully identifying misinformation techniques.





2.3  Conferring resistance against misinformation

The question of whether narrative inoculation messages can enhance or diminish resistance to
persuasive attacks remains unanswered [Compton & Mason, 2020]. Previous research has shown
that inoculation messages inducing both positive and negative affect can generate resistance [Pfau
et al., 2009]. However, these emotional inoculation messages were found to be less effective than
cognitive inoculation messages in eliciting counterarguing [Pfau et al., 2001]. It is worth noting
that the measurement of counterarguing immediately after the inoculation messages may have
captured counterarguing towards the inoculation messages themselves rather than
counterargumentation towards persuasive attacks [Pfau et al., 2001, 2009]. Moreover, while
narratives were employed in affective inoculation messages to evoke positive and negative
affect, they were not directly compared with cognitive (didactic) inoculation messages
[Pfau et al., 2001, 2009]. Therefore, further investigation is needed to determine the
effectiveness of narrative-based inoculation messages in countering future persuasive
attacks.


One rationale for why narrative can serve as an effective inoculation message is that narrative can
induce higher levels of threat. Compared with rhetorical arguments, narratives often incorporate
emotionally evocative language, leading to a stronger emotional impact on individuals’ beliefs,
attitudes, and behaviors [Green, 2006; McQueen et al., 2011]. For example, exposure to a narrative
video advocating for breast cancer screening resulted in heightened negative and positive
emotions, which subsequently reduced perceived barriers to undergoing screening [McQueen
et al., 2011]. Similarly, individuals who watched videos featuring personal stories of breast cancer
survivors were more likely to remember information about mammograms, perceive breast
cancer as a significant issue, and express higher intentions to undergo mammography
[Kreuter et al., 2010]. Studies involving cervical cancer-related films also found that
viewers perceived a higher risk of cervical cancer, increased their knowledge about the
disease and developed positive attitudes towards Pap tests [Murphy et al., 2013]. By
harnessing the emotional power of narratives, inoculation messages can effectively
heighten individuals’ sense of threat, leading to more impactful changes in resistance
to persuasive attacks. Compared with didactic inoculation, narrative inoculation will
be more effective in inducing perceived threat. Therefore, we propose the following
hypothesis:
 
	
H1: 
	
 Compared with didactic inoculation, (a) negative and (b) positive narrative
 inoculation will induce higher levels of threat.



Another rationale for why narrative inoculation can serve as an effective inoculation message is
that it might induce higher levels of counterarguing in response to persuasive attacks. The way
narrative messages and inoculation messages deal with counterarguing seems contradictory.
Narrative techniques have the power to reduce counterarguing, which results in better persuasive
outcomes [Green, 2006; Moyer-Gusé & Nabi, 2010]. Whereas inoculation aims to generate higher
levels of counterarguing towards persuasive messages [Compton, 2013]. However, it is important
to differentiate between counterarguing towards inoculation and counterargumentation in
response to persuasive attacks. Research suggests that psychological reactance to didactic
inoculation can hinder the effectiveness of resistance conferred by the inoculation treatment
[Miller et al., 2013]. Despite the intention of refutational preemption in an inoculation message to
stimulate counterarguments, individuals may choose to avoid such refutation if they perceive
their freedom being threatened [Miller et al., 2013]. In comparison to didactic inoculation,
narrative inoculation could decrease resistance to the initial inoculation, subsequently motivating
individuals to counterargue against misinformation. Therefore, we propose the following
hypothesis:
 
	
H2: 
	
 Compared with didactic inoculation, (a) negative and (b) positive narrative
 inoculation will induce higher levels of counterarguing against misinformation.



According to the theoretical arguments above, when individuals generate more counterarguments,
they can better resist persuasive attacks. In the context of inoculation against misinformation, it
can be assumed that individuals involved in higher levels of counterarguing are less likely to
believe in misinformation, less likely to perceive misinformation as credible, and less likely to
share misinformation. Recent research has provided compelling evidence indicating that
individuals not only engage in reflective thinking about certain issues following inoculation but
also express their intention to discuss these matters, a phenomenon commonly referred to as
post-inoculation talk [Compton, 2013; Ivanov et al., 2009]. With the advent of digital platforms and
the widespread use of social media, individuals now can express their thoughts, opinions,
and newly acquired knowledge about various topics through online channels. The
intention to share information online can be viewed as a contemporary manifestation of
post-inoculation talk. The intention to share misinformation has also been recognized as a
crucial factor in evaluating the effectiveness of psychological inoculation in countering
misinformation [e.g., Lu et al., 2023; Roozenbeek et al., 2022]. Understanding whether
inoculation can reduce the intention to share misinformation is not only theoretically
significant but also has important practical implications. Therefore, we propose the following
hypotheses:
 
	
H3: 
	
 Compared with those exposed to didactic inoculation, individuals exposed to
 negative or positive narrative inoculation will (a) have a lower level of belief in
 misinformation, (b) perceive misinformation to be less credible, and (c) have a lower
 intent to share misinformation.






2.4  The impact of preexisting attitude

While classic inoculation strategies traditionally focus on reinforcing positive attitudes toward
cultural truisms like daily teeth brushing, recent research suggests the need to differentiate
between prophylactic inoculation and therapeutic inoculation [Compton, 2020]. Drawing
inspiration from medical practices, prophylactic measures aim to prevent diseases, while
therapeutic measures are employed to cure diseases that have already been acquired.
In the relevant case, prophylactic inoculation involves messages designed to prevent
individuals from developing negative or false opinions. On the other hand, therapeutic
inoculation can be utilized to target individuals who already hold initial beliefs about
a topic, with the goal of reversing or mitigating the impact of misbeliefs [Compton,
2020].


Wood [2007] has tested the effects of inoculation on individuals in favor of or against agricultural
biotechnology. In contrast to the traditional inoculation research design, participants in Wood’s
[2007] study were not assigned to a condition consistent with their initial attitude. Instead, all the
participants were exposed to the same inoculation message, which included a threat
and refutation preemption regarding the potential health and environmental risks of
agricultural biotechnology [Wood, 2007]. The findings revealed that inoculation enhanced
resistance to future message attacks about agricultural biotechnology among individuals
who were initially supportive, neutral, or opposed to the issue [Wood, 2007]. Further
research demonstrated that inoculation could also induce resistance among individuals
who were initially opposed to or neutral toward the issue [Ivanov et al., 2017]. This
expanded the scope of inoculation research and demonstrated the potential benefits
of inoculation for individuals who have already been influenced by opposing views
[Compton, 2020]. For instance, van der Linden et al. [2017] found that inoculation against the
fake expert technique — used to create the illusion of scientific disagreement — was
effective across the political spectrum, regardless of individuals’ initial attitudes toward
climate change. Similarly, Cook et al. [2017] demonstrated that inoculation targeting
misleading argumentative techniques can mitigate the influence of worldviews on the
acceptance of misinformation. A registered replication study of van der Linden et al.
[2017] by Maertens et al. [2020] supported these findings, showing that exposure to
inoculation messages about the fake expert technique can effectively protect individuals
from climate change misinformation, particularly when directly confronted with such
content.


While individuals may still receive inoculation even if the inoculation message contradicts their
existing beliefs, there remains uncertainty about its effectiveness in countering climate
change misinformation. Extensive research has demonstrated that people tend to exhibit
confirmation bias, actively avoiding information that contradicts their preexisting attitudes and
beliefs [Taber & Lodge, 2006]. We anticipate that this bias may also come into play when
individuals process inoculation messages. Therefore, we posit that individuals who
perceive climate change as a highly pressing issue will exhibit greater resistance to climate
misinformation compared with those who view it as less pressing. We formulate the following
hypothesis:
 
	
H4: 
	
 Individuals who are more concerned about climate change will be more likely to
 (a) perceive a threat, (b) counterargue against misinformation, (c) have less belief in
 misinformation, (d) perceive misinformation as less credible, and (e) express a lower
 intent to share misinformation compared with those who are less concerned about
 climate change.






3  Method

To investigate the impact of different types of inoculation messages on conferring resistance to
misinformation, we conducted an online between-subjects experiment with four conditions.
Participants were randomly assigned to view one of the following four set of stimuli: (a) negative
narrative inoculation preceding a misinformation attack; (b) positive narrative inoculation
followed by a misinformation attack; (c) didactic inoculation preceding a misinformation attack;
and (d) irrelevant message (no inoculation) followed by a misinformation attack. In the
misinformation-only group, participants were not exposed to an inoculation message but an
irrelevant message and the misinformation. This study was approved by the Human Research
Ethics Committee at the authors’ affiliated University. The whole online experiment was
embedded in Qualtrics, and took participants about 10 to 15 minutes to complete the
study.





3.1  Participants

A priori power analysis was conducted using G*Power (Cohen’s f  = .25;
α = .05;
power = .95, df  = 3) and indicated that a minimum sample size of 279 participants was required for
F-tests. The study obtained a total of 296 valid responses from adults in the United States,
gathered on the online platform CloudResearch (MTurk Toolkit). Among the participants, 51.7%
were male and 48.3% were female. The majority of the participants (79.4%) identified themselves
as White, while 7.4% were Asian/Pacific Islander, 6.4% were African American, 6.1% were
Hispanic/Latino(a), and 0.3% were American Indian/Native American. In terms of political
affiliation, 43.2% self-identified as Democratic, 52.4% as Republican, and 3.4% as Independent. The
average age of participants was 43 years old (SD = 13.46). The median household income
before tax fell within the range of US$50,000–$74,999. Furthermore, the participants had
a median education level of a master’s degree. The adequacy of randomization was
confirmed through one-way ANOVAs and Chi-square tests (see Table 1). The results of the
one-way ANOVAs indicated that there were no significant differences in age (F(3, 292) =
.43, p = .74), education level (F(3, 292) = 1.73, p = .16), household income (F(3, 292) =
.45, p = .72), political ideology (F(3, 292) = .63, p = .60), and prior attitude towards the
issue of climate change (F(3, 292) = .69, p = .56) across the conditions. Furthermore, the
distribution of participants across the conditions did not differ significantly in terms of gender
(χ2(3, N = 296) = 2.40,
p = .49), race (χ2(15,
N = 296) = 13.45, p = .57), or political party affiliation
(χ2(12, N
= 296) = 14.11, p = .29). These results confirmed no significant differences in individual
characteristics among participants exposed to different conditions.
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Table 1: Stimuli. 



3.2  Procedure

First, after giving their consent participants were asked to report their demographics, political
ideology, and prior attitude towards the issue of climate change before being exposed to the
stimuli. Then, participants were randomly assigned to one of four conditions: (1) negative
narrative inoculation with a character who successfully identified misinformation, followed by a
misinformation attack; (2) positive narrative inoculation with a character who failed to identify
misinformation, followed by a misinformation attack; (3) didactic inoculation followed by a
misinformation attack; (4) no inoculation (irrelevant message) followed by a misinformation
attack.


The inoculation messages were presented as media literacy messages on a simulated website page.
These messages addressed the threat of fake experts spreading misleading claims that climate
change was not caused by humans and provided ways to identify them. The misinformation
attack was initially presented as a petition message on social media, followed by a simulated
petition website that detailed a group of supposed climate science experts signing a petition
denying human-caused climate change and advocating for increased drilling to lower gas prices.
For participants not exposed to an inoculation message, an irrelevant message discussing how to
protect digital privacy was presented. Participants were required to view each stimulus
from the simulated websites for at least 60 seconds and the social media posts for at
least 15 seconds before proceeding. The specific details of stimuli can be found in Table
1.


After viewing the inoculation message or the irrelevant message (no inoculation), participants
were asked to rate items that measure their perceived threat. Subsequently, after reading the
misinformation attack, participants were asked to provide ratings on counterarguing against the
message, belief in the misinformation, perceived credibility of the message, and intention
to share the message. At the end of the study, all participants were provided with a
debriefing stating that the information suggesting that climate change is not real was
misleading. Debriefing is crucial in misinformation research as previous exposure to
misinformation can potentially harm participants and inadvertently contribute to the spread of
misinformation.





3.3  Measures

Prior to participant exposure to the inoculation message, demographic information, political
party affiliation, political ideology, and prior attitude towards climate change were
measured.


Prior attitude towards climate change.  Participants’ prior attitude towards climate change was
assessed in a manner that would not sensitize participants to the climate change issue. Participants
were asked to rate their attitudes towards a series of issues, including health care, climate
change, vaccination, gun control, and abortion. Participants were asked to indicate the
importance of each issue (1 = not important at all to 7 = very important) and their level of
support for government action on each issue (1 = do not support at all to 7 = to extremely
support). The responses to the two items related to the climate change issue were highly
correlated (r = .84, p <.001). These two items were combined to form a measure of prior
attitude towards the climate change issue (M = 4.76; SD = 2.15), where higher scores
indicated greater involvement and support for actions addressing climate change. In
other words, higher scores indicated individuals are concerned about climate change
more (1 = not concerned about climate change at all to 7 = extremely concerned about climate
change).
After exposure to the inoculation message, several variables were measured, including
manipulation checks and perceived threat.


Manipulation check.  Participants were asked to indicate whether the inoculation message read
like a story. This was assessed using items such as “There is a plot in the message” and “The
message reads like a story” [Huang & Wang, 2022]. These two items were combined into an index
(r = .64; M = 4.42; SD = 1.75). In addition, participants were asked to rate the agreement with the
following statements: (a) This message emphasizes someone who fails to identify misinformation
(M = 3.40; SD = 2.14); and (b) This message emphasizes someone who successfully identify
misinformation (M = 4.20; SD = 2.15).
Perceived threat.  Adapted from Burgoon et al. [1978], Pfau and Burgoon [1988] and Pfau et al. [1997],
participants were asked to indicate their perception of the threat of misinformation in a five-item
bipolar scale including: not risky/risky, nonthreatening/threatening, unintimidating/intimidating,
not harmful/harmful, and safe/dangerous. These five items were combined into an index
(α = .92;
M = 5.09; SD = 1.46).
After exposure to the misinformation attack, participants were asked to complete an attention
check to ensure their engagement with the material. Subsequently, participants were assessed on
counterarguing, belief in misinformation, perceived credibility of the petition message, and
behavioral intention to share the petition message.


Attention check.  Participants were asked to select the issues depicted in the messages from the
following choices: (a) vaccination issue, (b) climate change issue, (c) genetically modified food
issue, and (d) Internet privacy and artificial intelligence. Participants who did not identify the
correct issues were eliminated from the study sample.
Counterarguing.  A counterarguing scale was used to measure counterarguing against
misinformation [Moyer-Gusé & Nabi, 2010]. Participants were asked to think about the petition
message they had just read and rate the extent to which they disagreed or agreed with the
following statements: (a) I found myself actively disagreeing with the message; (b) I was looking
for flaws in the message’s arguments; (c) I found myself actively agreeing with the
message’s points; and (d) It was easy to agree with the arguments made in this message.
After reverse coding items (c) and (d), these four items were combined into an index
(α = .88;
M = 4.77; SD = 1.77).
Belief in misinformation.  Participants were asked to indicate the degree to which
they believed each statement is true at this moment: (a) Climate change is a hoax that
the government uses to increase taxes paid by citizens; (b) Climate change is a natural
event. The science behind the human cause of climate change has been distorted or
misused by scientists and politicians for ideological or financial reasons; (c) Developed
countries use climate change as an excuse to slow down the rising economic power of
developing countries; (d) Extreme weather is not linked to climate change at all; (e) It is
solar changes that are causing the Earth to warm but not us; and (f) Climate change is a
made-up catastrophe. Items a, b, and c were adapted from the existing belief in climate
change conspiracy theories scale [Chan et al., 2023]. Items e and d were based on the
misinformation stimuli in the current study. These six items were combined into an index
(α = .94;
M = 2.66; SD = 1.69).
Perceived credibility.  Adapted from Appelman and Sundar [2016], participants were asked to
think about the petition message they had just read and indicate their evaluation of the message
they had read on a six-item bipolar scale including: inaccurate/accurate, inauthentic/authentic,
unbelievable/believable, not concise/concise, unprofessional/professional, and unbiased/biased.
After reverse coding one item (unbiased/biased), these six items were combined into an index
(α = .92;
M = 3.42; SD = 1.68).
Intention to share misinformation.  Participants were asked to think about the petition
(misinformation) message they just saw and how likely they were going to engage in the
following behaviors (1 = very unlikely to 7 = very likely): (a) I will share the petition message to
others in person; (b) I will share the content depicted in the petition message with others; (c) I will
share the petition message online; (d) I will sign this petition online; and (e) I will talk
about this petition message with others. These five items were combined into an index
(α = .96;
M = 2.11; SD = 1.60).





4  Results

Participants’ responses on prior attitude towards climate change (1 = not concerned about climate
change at all to 7 = extremely concerned about climate change) were used to categorize them into a low
climate concern group (scored 1 to 4, including 4) or a high climate concern group (scored above 4
to 7). Ultimately, 106 participants were classified in the low climate concern group,
while 190 participants were classified in the high climate concern group. The mean and
standard deviation of key dependent variables across conditions is presented in Table
2.
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Table 2: Mean and standard deviation of key dependent variables across conditions. 



Manipulation check results.  A one-way ANOVA revealed significant differences across the three
inoculation messages in terms of the perceived story-like content of the message (F(3, 292) = 48.78,
p <.001). Participants perceived negative narrative inoculation (M = 5.67; SD = 1.09) or positive
narrative inoculation (M = 5.45; SD = 1.13) as reading significantly more like a story compared
with the didactic inoculation message (M = 4.20; SD = 1.63). In addition, there were no significant
differences regarding the perceived story-like content of the message between negative narrative
inoculation and positive narrative inoculation according to Sidak post hoc comparisons (p =
.987).
The results of a one-way ANOVA indicated significant differences in the perception of three types
of inoculation messages emphasizing negative outcomes from individuals failing to identify
misinformation (F(3, 292) = 58.28, p <.001). Sidak post hoc comparisons revealed that the
participants who were exposed to negative narrative inoculation (M = 5.15; SD = 2.03)
perceived the message to emphasize someone who failed to identify misinformation
significantly more than those exposed to positive narrative inoculation messages (M = 2.14; SD
= 1.66). Additionally, participants perceived the didactic inoculation to significantly
emphasize someone failing to identify misinformation more than the positive narrative
inoculation (M = 4.69; SD = 1.72). There were no differences observed between negative
narrative inoculation and didactic inoculation regarding the perception of negative
outcomes.


Similarly, the results of a one-way ANOVA indicated significant differences in participants’
perception of the three types of inoculation messages emphasizing positive outcomes for
individuals who successfully identified misinformation (F(3, 292) = 48.71, p <.001). Sidak post hoc
comparisons revealed that participants exposed to positive narrative inoculation (M = 6.36; SD =
1.41) perceived the message to significantly emphasize someone who successfully identified
misinformation more than those exposed to negative narrative inoculation (M = 4.54; SD = 2.00).
Furthermore, participants exposed to positive narrative inoculation perceived the message to
significantly emphasize the positive outcome compared with those exposed to didactic
inoculation (M = 4.17; SD = 1.85). However, there were no significant differences between
negative narrative inoculation and didactic inoculation in terms of the perceived positive
outcome.


Data analysis & robustness check.  First of all, one-way ANOVAs were conducted to test the
effects of different types of inoculation messages on perceived threat (F(3, 292) = 3.59, p = .01,
ηp2 = .04), counterarguing
(F(3, 292) = .08, p = .97, ηp2
= .001), belief in misinformation (F(3, 292) = .49, p = .69,
ηp2 = .005), perceived credibility
(F(3, 292) = .78, p = .51, ηp2
= .008), and intention to share (F(3, 292) = 1.10, p = .35,
ηp2 =
.01). Results indicated that different types of inoculation messages had a significant effect only on
perceived threat, with no significant differences observed for other variables of interest. However,
Sidak post hoc comparisons revealed that exposure to didactic inoculation (M = 5.58; SD
= 1.21) significantly induced higher level of threat compared with positive narrative
inoculation (M = 4.92; SD = 1.53; p = .05) but other pairs of comparisons did not have
significant differences. To ensure that the null results are not due to the study’s relatively
small sample size, a Bayesian one-way ANOVA assessing the effects of conditions on
perceived threat (F(3, 292) = 3.59, p = .01) indicated that the null hypothesis could be
rejected, but the Bayes Factor (testing model vs. null model: B10 = 0.06) provided very
strong evidence in favor of H0. Furthermore, Bayesian ANOVAs examining the effects of
conditions on counterarguing (F(3, 292) = .08, p = .97, B10 <.001), belief in misinformation
(F(3, 292) = .49, p = .69, B10 = .001), perceived credibility (F(3, 292) = .78, p = .51, B10 =
.001), and intention to share (F(3, 292) = 1.10, p = .35, B10 = .002) also failed to reject
the null hypothesis, with Bayes Factor values providing very strong evidence in its
favor.
Next, two-way ANOVAs were conducted to test the effects of different types of
inoculation messages and prior attitude to climate change on variables of interest.
The two-way ANOVA results showed that there was a significant main effect
of types of inoculation messages on perceived threat (F(3, 288) = 3.49, p = .04,
ηp2 = .03).
Sidak post hoc comparisons revealed that exposure to didactic inoculation significantly resulted in
higher level of threat compared with positive narrative inoculation. However, there were no
significant main effects of types of inoculation messages on counterarguing (F(3, 288) = .13, p = .94,
ηp2
= .001), belief in misinformation (F(3, 288) = .72, p = .54,
ηp2 = .007), perceived credibility
(F(3, 288) = .60, p = .60, ηp2
= .006), and intention to share (F(3, 288) = 1.36, p = .26,
ηp2 =
.01). Furthermore, two-way ANOVA results showed that there was a significant
main effect of prior attitude on perceived threat (F(1, 288) = 24.70, p <.001,
ηp2 = .08), counterarguing
(F(1, 288) = 52.64, p <.001, ηp2
= .16), belief in misinformation (F(1, 288) = 168.04, p <.001,
ηp2
= .37), and perceived credibility (F(1, 288) = 33.28, p <.001,
ηp2 =
.10). Those who had high concern about climate change perceived significantly more
threat, counterargue against misinformation more, believed in climate misinformation
less, and perceived misinformation less credible compared with those who had low
concern about climate change. However, ANOVA results revealed that there was no
significant main effect of prior attitude on intention to share (F(1, 288) = 1.36, p = .26,
ηp2 =
.01).


To further ensure the data analysis is robust, a series of 2 prior attitude (low climate concern
vs. high climate concern) Õ 4 (negative narrative inoculation, positive narrative inoculation,
didactic inoculation, misinformation only) ANCOVAs controlling for age, gender, race
(dummy coded), education, income, political ideology was conducted to examine the main
effects of prior attitude towards climate change and inoculation message format on
the variables of interest. The ANCOVA results mirrored the patterns observed in the
one-way and two-way ANOVAs reported above. The final ANCOVA results are presented
below.


H1 proposed that (a) negative and (b) positive narrative inoculation would induce higher
levels of threat compared with didactic inoculation. However, a significant difference
was observed in perceived threat among participants exposed to different types of
inoculation messages through the two-way ANCOVA results (F(3, 282) = 2.76, p = .04,
ηp2 =
.03). Sidak post hoc comparisons revealed that participants exposed to didactic inoculation (M =
5.58; SD = 1.21) perceived a significantly higher level of threat compared with those exposed to
positive narrative inoculation (M = 4.92; SD = 1.53; p = .03). However, there was no significant
difference in perceived threat level between didactic inoculation and negative narrative
inoculation (M = 4.95; SD = 1.60; p = .06). In addition, Sidak post hoc comparisons indicated that
participants exposed to negative narrative inoculation or positive narrative inoculation did not
perceive a significant difference in the level of threat (p = 1.00). Therefore, H1 was not
supported.


H2 proposed that (a) negative and (b) positive narrative inoculation will induce higher levels of
counterarguing compared with didactic inoculation. The two-way ANCOVA results indicated that
there were no significant differences in counterarguing against misinformation among
participants exposed to different types of inoculation messages (F(3, 282) = .26, p = .86,
ηp2 =
.003). Therefore, H2 was not supported.


H3 proposed that compared with those exposed to didactic inoculation, individuals exposed to
negative or positive narrative inoculation would (a) have a lower level of belief in misinformation,
(b) perceive misinformation as less credible, and (c) have lower intent to share misinformation.
Results showed that there was no difference in belief in misinformation (F(3, 282) = 1.24, p = .30,
ηp2
= .01), perceived credibility of misinformation (F(3, 282) = .78, p = .50,
ηp2
= .01), and intention to share misinformation (F(3, 282) = 1.69, p = .17,
ηp2 =
.02) across the three types of inoculation messages (see Table 3). Therefore, H3 was not
supported.




[image: PIC] 
Table 3: Variables of interest as a function of inoculation message condition. 



H4 proposed that individuals who are more concerned about climate change would be more likely to
(a) perceive a threat, (b) counterargue against misinformation, (c) have less belief in misinformation,
(d) perceive misinformation as less credible, and (e) express a lower intent to share misinformation
compared with those who are less concerned about climate change. Two-way ANCOVAs results
showed that there was no difference between the high climate concern group and the low
climate concern group regarding intent to share misinformation (F(1, 282) = .66, p = .42,
ηp2 = .002).
However, there was a main effect of prior attitude towards climate change on perceived threat (F(1, 282) =
12.69, p <.001, ηp2
= .04). Those who had high concern about climate change perceived significantly
more threat (M = 5.44; SD = 1.35) compared with those who had low concern
about climate change (M = 4.56; SD = 1.53). There was also a main effect of prior
attitude towards climate change on counterarguing (F(1, 282) = 13.63, p <.001,
ηp2
= .08). Those who had high concern about climate change counterargue against
misinformation more (M = 5.61; SD = 1.52) than those who had low concern about climate
change (M = 4.21; SD = 1.69). In addition, there was a significant main effect of prior
attitude towards climate change on belief in misinformation (F(1, 282) = 52.59, p <.001,
ηp2 =
.18). Those who had high concern about climate change believed in misinformation
less (M = 1.88; SD = 1.16) compared with those who had low concern about climate
change (M = 3.99; SD = 1.61). There was a main effect of prior attitude towards
climate change on the perceived credibility of misinformation (F(1, 282) = 6.77, p = .01,
ηp2 =
.02). Those who had high concern about climate change perceived misinformation as less credible
(M = 2.72; SD = 1.58) than those who had low concern about climate change (M = 3.81; SD
= 1.48). Therefore, H4e was not supported and H4a-H4d were supported (see Table
4).
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Table 4: Variables of interest as a function of prior attitude towards climate change. 



5  Discussion

Inoculation has proven to be a powerful tool in building immunity to misinformation, particularly
when used preemptively before individuals are exposed to false information [Compton,
2021; Vraga et al., 2022]. Its effectiveness has been demonstrated in various contexts,
including public health campaigns and combating contested science and conspiracy
theories [Cook et al., 2017]. Despite its success in these areas, surprisingly this study
revealed that all three types of inoculation messages had no significant effects on various
measures of resistance to misinformation, such as counterarguing against misinformation,
belief in misinformation, perceived credibility of misinformation, and intention to share
misinformation. While these findings may not be encouraging for the field of inoculation
research, recent studies have also struggled to establish the effectiveness of inoculation
messages in dealing with misinformation [Harjani et al., 2023; Schmid-Petri & Bürger,
2022].


Our findings suggest that inoculation may not be effective in preventing individuals from
believing and sharing misinformation about climate change. Although our null findings regarding
the effects of inoculation messages do not align with prior research demonstrating that inoculation
against the fake expert technique effectively reduces the acceptance of misinformation
across the political spectrum [Cook et al., 2017; Maertens et al., 2020; van der Linden
et al., 2017], the relatively low effect sizes observed in some studies warrant further
investigation and consolidation [Schmid-Petri & Bürger, 2022]. While our findings are
somewhat unexpected, recent studies have also encountered challenges in establishing
the effectiveness of inoculation messages against misinformation [Harjani et al., 2023;
Schmid-Petri & Bürger, 2022; Spampatti et al., 2024]. For instance, Schmid-Petri and
Bürger [2022] replicated Cook et al.’s [2017] study but failed to reproduce the inoculation
effects, finding instead that inoculation had only minimal impact on climate-related
attitudes. Their findings reinforced the critical role of pre-existing worldviews in shaping
attitudes toward climate change. Spampatti et al. [2024] conducted a cross-national
experiment across 12 countries and found that six inoculation strategies had no significant
effect on shielding individuals from climate misinformation. Their findings indicated no
impact of inoculation on climate change beliefs, the evaluation of climate mitigation
efforts, or the ability to discern truth. Similarly, Harjani et al. [2023] found that gamified
inoculation was ineffective in the Indian context, highlighting a significant gap in inoculation
research, which has predominantly been conducted in WEIRD (Western, Educated,
Industrialized, Rich, Democratic) countries. This raises important questions about whether
inoculation can be effective in developing countries with distinct media consumption
patterns.


Researchers have suggested that the lack of significant inoculation effects may be due to
the true effect size being smaller than anticipated [Spampatti et al., 2024]. Given the
relatively small sample size in our study, this could be a potential explanation for the
null findings regarding the effects of the inoculation message. Additionally, a recent
meta-analysis found that for polarized scientific issues like climate change, fact-checking had
no significant effect on correcting misbeliefs about scientific evidence, highlighting
the crucial role of preexisting attitudes in how people process misinformation [Chan
& Albarracín, 2023]. While our study did not find significant inoculation effects, it
does provide insight into a key moderating factor — preexisting issue attitudes — that
may influence the effectiveness of inoculation strategies. Our null findings contribute
to this ongoing discussion by reaffirming the importance of pre-existing attitudes in
shaping responses to climate change issues. As climate change becomes an increasingly
contentious topic — arguably more polarizing now than when earlier studies tested
inoculation effects [e.g., Cook et al., 2017; Maertens et al., 2020; van der Linden et al.,
2017] — it remains valuable to reassess these effects in contemporary contexts. Given
that climate change is becoming an increasingly polarized issue in the United States,
prior attitudes towards the issue may play a more significant role in shaping reactions
to climate change misinformation, irrespective of whether individuals were exposed
to inoculation messages or not. In this case, inoculation messages may not be strong
enough for those who are not concerned about climate change, such as those who do not
believe that climate change is important and do not think any action is needed to address
it.


The lack of persuasion observed in the inoculation messages can be attributed to the firmly
established attitudes of the participants towards the issue of climate change [Druckman &
McGrath, 2019; Ma et al., 2019]. Our findings showed that their pre-existing beliefs regarding
climate change served as a barrier to the effectiveness of the inoculation messages. This
observation suggests the presence of a floor effect, indicating that participants in the study
generally held a very low level of resistance to climate change misinformation. Consequently, the
inoculation was ineffective in conferring resistance to climate change misinformation.
To address these limitations and advance the field, future research should emphasize
the selection of issues that have not already solidified in the minds of individuals. By
focusing on topics where pre-existing attitudes are not as firmly established, future
research can explore the potential of inoculation against the misinformation attack more
effectively.


The results revealed that participants who were less concerned about climate change
were significantly less likely to counterargue against misinformation and more likely to
believe in misinformation and perceive it as credible compared with those who were
more concerned about climate change. The findings showed us prior issue attitude
has a strong impact on resistance to future misinformation attacks. This suggests that
there is a need to examine whether prior attitude moderates any effects of inoculation
treatment on conferring resistance. It also highlights why classic inoculation research
prefers issues that are not typically attacked to avoid biased processing [McGuire, 1964].
However, since controversial issues are often accompanied by misinformation, research
is needed to develop effective inoculation messages for contested topics [Compton,
2020].


Although the three types of inoculation messages used in the study did not have significant effects
on the majority of variables related to resistance to misinformation, the didactic inoculation
did have a significant effect on the perceived threat of being misinformed. It is worth
noting that threat was conceptualized traditionally as “the recognition of impending
challenges to attitudes, which triggers a perception of the vulnerability of attitudes to
potential change” [Compton & Pfau, 2005, p. 100]. Threat is a prerequisite for generating
counterarguments in the process of inoculation, which means without threat resistance
will not be able to generate [McGuire, 1964]. Results showed that didactic inoculation
significantly induced more perceived threat than exposure to positive narrative inoculation.
Furthermore, individuals exposed to didactic inoculation perceived a similar level of threat
compared with those exposed to negative narrative inoculation. This is contrary to the
prediction that narrative inoculation, which involves emotionally evocative language,
could induce a higher level of threat [Green, 2006; McQueen et al., 2011]. The results
suggest that cognitive (didactic) inoculation [Pfau et al., 2001], which relies on logical
arguments and facts, may be more effective in inducing perceived threat than narrative
inoculation.


One potential explanation for the unexpected outcome of narrative inoculation’s effectiveness
could be attributed to individuals perceiving that others are more susceptible to being
deceived by misinformation techniques, particularly when they have been exposed to
narratives illustrating how others were deceived by fake experts. Previous research
has demonstrated that individuals tend to believe that others are more vulnerable to
falling for fake news compared to themselves [Yang & Tian, 2021]. This perception of
others’ susceptibility to misinformation can, in turn, lead to a reduction in individuals’
perceived threat of misinformation. Despite the prevalence of misinformation and the
potential dangers it poses, individuals may develop a sense of overconfidence in their
own ability to discern between true and false information. This overconfidence can
arise from a cognitive bias that allows individuals to believe they are less susceptible to
misinformation than others, thus diminishing their perceived threat of misinformation
attacks.


There are several limitations in this study that need to be addressed. First, this study only tested
inoculation messages aimed at combating one type of misinformation technique: fake experts.
Misinformation is a complex phenomenon, and there are many different strategies and
techniques that are used to spread false information, including impersonation, emotional
language usage, spreading conspiracy theories, and trolling [Basol et al., 2020]. By only
focusing on one type of misinformation technique, the current study runs the risk of
case-category confounding [Jackson, 1992], where the results are specific to that misinformation
and may not generalize to other types of misinformation. Therefore, future research
should investigate the effectiveness of inoculation messages against various types of
misinformation techniques to provide a more comprehensive understanding of this approach’s
effectiveness.


Furthermore, the present study lacks an examination of the long-term effectiveness of inoculation.
McGuire [1964] suggests that the ideal timeframe between inoculation and persuasive attack
should be two to seven days. A meta-analysis by Banas and Rains [2010] reveals that most studies
adopt a delay ranging from one to thirteen days. The current research primarily focused on
assessing the immediate resistance to misinformation attacks and did not assess whether the
effects of inoculation would endure over time. Nonetheless, some studies have explored the
longevity of inoculation effects. For instance, Maertens et al. [2021] found evidence of long-term
effects in their research. Additionally, research has suggested that the decay of inoculation effects
might occur at a slower pace when using narrative approaches [Niederdeppe et al., 2015]. This is
because narratives tend to be more memorable than didactic forms of inoculation, as
exemplars within narratives are more accessible and retrievable [Busselle & Shrum, 2003].
Future studies should incorporate longitudinal designs which would involve tracking
individuals’ attitudes and behaviors over an extended period after their exposure to
inoculation.


Lastly, the current study relies on Amazon MTurk through a Cloud Research panel to
collect data. While MTurk is a convenient and cost-effective platform for conducting
research, there are concerns about data quality. The data quality from MTurk is less
than ideal, and research has found that MTurk participants not only skim questions
instead of reading them, but some even become professional survey takers for a living
[Smith et al., 2016] thus potentially skewing the sample of a study. To address these
concerns, the current study required MTurk participants to meet certain criteria, such
as having a high approval rating and checking their IP addresses. However, future
research could consider adopting additional measures to ensure data quality, such as using
VPN blockers to prevent participants from using multiple accounts or bots to complete
surveys.


Despite these limitations, the current study holds important implications for the theoretical and
practical understanding of inoculation as a strategy to combat misinformation. One significant
finding of this study is that narrative inoculation may not directly promote accurate information
or diminish the impact of false claims, and that preexisting attitudes towards climate change
significantly influence the inoculation process. Understanding how prior attitudes towards
climate change interact with other components of inoculation, such as perceived threat and
efficacy, can help optimize the persuasive impact of inoculation interventions. Our
study suggests a closer examination of inoculation theory and its practical application in
message design, particularly in combating misinformation on contested environmental
issues.
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table-0003.png
Negative Positive Didactic Misinformation

narrative narrative inoculation only
inoculation inoculation

Perceived threat 4.92ab 4.95b 5.58a 5.01ab F(3,282)=2.76,

(1.53) (1.69) (1.21) (1.48) p=.04, 17p2 =.03
Counterarguing 5.06a 5.08a 5.19a 5.10a F(3,282)=.26,

(1.78) (1.79) (1.68) (1.76) p=.86, 17,2 =.003
Belief in 2.79a 2.72a 2.50a 2.55a F(3,282)=1.24,
misinformation (1.62) (1.84) (1.61) (1.64) p=.30, 7752 =.01
Perceived credibility 3.20a 3.30a 2.94a 3.00a F(3,282)=.78,

(1.63) (1.68) (1.59) (1.79) p=.50, 17p2 =.01
Intention to share 1.99a 2.25a 1.80a 1.92a F(3,282)=1.69,

(1.62) (1.79) (1.34) (1.62) p=.17,1p°%=.02

Note: N = 296; lower-case subscripts reflect significant differences within rows. Without a shared subscript indicates a significant
difference at p <.05; adjustment for multiple comparisons: Sidak. Age, gender, race (dummy coded), education, income, and
political ideology were controlled. In addition, a series of one-way ANOVA without controlling for age, gender, race (dummy
coded), education, income, political ideology, and prior attitude towards climate change issue were also conducted. Results
showed that the significance of testing did not change, and the findings remain the same.





table-0001.png
Negative narrative inoculation
(546 words)

For Everyone About Q

For Educators

Jayden’s Story: Getting Fooled by Fake Experts Manufacturing
Doubt About Climate Change

Jayden’s concern for climate change had grown over the years as he saw the
devastating effects it had on the environment. He was determined to learm more
about it and do his part to help combat it, One day, while browsing online, he came
across a group of scientists wha denied the existence of climate change. They had
impressive credentials and seemed genuine, so Jayden accepted their claims without
questioning them,

He began sharing their views with others and even got into heated arguments with
friends and family who disagreed with him, He felt like he had found a group of
like-minded individuals who shared his concerns about the environment, and he felt
validated by their opinions.

However, as time went by, Jayden started to netice inconsistencies in the information
they provided. He becarme suspicious and decided to do some research on his own,
What he found shocked him. The group of scientists he had been following were
actually part of a larger organization that spread misinformation about climate
change, Their credentials were fake, and they were not qualified to make claims about
the subject.

Jayden was embarrassed and felt fuolish for falling for their lies, He had defended their
wviews so strongly and had damaged his relationships with people who cared about
hirn, This experience was a harsh wake up call for Jayden. He realized that he had not
fact-checked the information and had not been critical of the sources,

After Jayden's experience with the group of scientists who spread misinformation
about climate change, he became more interested in finding out the truth about the
Issue. He started to look for reputable scurces of information and sought out experts
who had actual qualifications in the field, He realized that using “fake experts”is a
common tactic for industry groups and organizations to manufacture doubt about
sclence. Groups wishing to cast doubt en science often use fake experts to convince
the public that the science isn't settled, For example, to convey the impression that
climate scientists are still debating human-caused global warming, opponents of
climate action will publish long lists of dissenting sclentists. A telling feature of these
petitions is the promation of the scientific qualifications of the dissenting scientists,
but close inspection reveals the scientists do not possess the relevant expertise in
climate science.

In other words, these lists consist of fake experts—scientists whose area of expertise is
in some ather damain than climate change, Drawing upon nan-expeart opinions on a
complex topic such as climate change is equivalent to asking a dentist to perform
heart surgery. A white coat alone does not make a heart surgeon. Jayden realized that
blindly accepting information from any source, regardless of their credentials, can be
dangerous and can have real-world conseguences,

Jayden made a commitment to be critical of the information source and the
credentials of the "experts” who are presenting the information. It's essential to
investigate the person's background and expertise in the relevant area, and whether
they have cited reputable sources for their information. In addition, if the issue is
complex and the "expert”is contradicting the mainstream views, it's essential to be
cautious about believing them. It's crucial to research what recognized experts and
scientific organizations say about the issue to get a well-rounded understanding.

Positive narrative inoculation
(586 words)
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Jayden’s Story: Successfully Spotted Fake Experts Manufacturing
Doubt About Climate Change

For Everyone About Q

layden's concem far climate change had growrn aver the years as he saw the
devastating effects it hacl an the ervircnment, He was determined to learn more about
it and de his part o help oombal il Coe day, while browsing enling, he came across a
gieup of scientists who denicd the existence of elimate change, They had imgessive
credentials and seermed genuineg, bul Jayden's instincls Lold hirm Lhal semething
seemed off about their message. Instead of taking their ward for it, he decided to do
some research and fact-check their dlaims.

layden took his time and delved inta the izsue, gathering information from credibla
saurces and checking the accuracy of the claims made by the group of supposed
experts, To his surprize, he found out that these "experts were not &xperts atall, and
their credentials were fake, Jaycen shared his findings with others and encouraged
them ta be critical and fact-check information as well,

Jayden was happy that he had nat been misled by fake cxports, and that he had taken
the time 1o research and fact-check infarmatien. Jayden decided that he wanted to
Lk action L prevent clhers from falling viclim Lo similar misinformation, He started
by sharing his experience with his friznds and family, warning them to be cautious
when encountering information online and encouraging them to fact-check claims
made by supposed experts.

laydenz experience was a powerful reminder that anyone can fall prey to fake sxperts,
But alse that it is passible to fight hack against misinformation, By raking the fime to
research and fact-check the claims mace by these suppased experts, layden was able
o urcovet thelr deception and prevent athers fram belng misled,

After Jayden's expericnce with the group of scientists whe spread misinformation
aboul climate chiange, he became mare inlerested infinding out Uhe truth about the
issue. He started ta lock for reputable sources of information and sought out cxperts
who had actual qualifications in the field. Ha realized that using “fake expertsisa
comman tactic tor industry groups and crganizations to manutacture doubt abaut
science. Groups wishing to cast doubt on science often use fake experts ta convince
the public that the science izn't settled. For example, to canvey the impression that
climate scientists are still debating human-caused glabhal wamming, opponents of
climate action will publish kang lists of dissenting scientists, A telling feature of these
petitians bs the pramotion of the sclentific quallfications of the dissenting scientists,
bt clase inspection reveals the sclentists do not possess the rel evant expertise in
climate science,

Ie1 ather werdds, these lisls consisl of Take experts—scienlisls whose area of experlise is
in same other domin than dimate change. Drawing upon nen-expert opinions on a
complex topic such as climate change is equivalent to asking a dentist to perform
heart sungary. A white coat alone does not make a heart surgecn. layden realized that
blindly accepting infarmaticn from any source, regardless of their credentials, can ba
dangeraus and can have real-world consequences.

Jayeden made a cammitment to be critical af the infarmaticn source and the cradentials
af the‘expertstwha are presenting the infarmation, Its essentlal to investigate the
persan's background and expertise in the relevant area, and whether they have clted
reputable saurces for their information. In addition, if the issue is complex and the
“experl”is contradicling the mainstrearn views, iUs essential to be caulious abaut
bealioving them. Its crucial ta research what recognized experts and scientific
arganizations say aboeut the issue to get a well rounded understanding.

Didactic inoculation
(473 words)
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Fake Experts Manufacturing Doubt About Climate Change

People might fall far misinfarmation easily if they are not being skeptical about the
source. For example, a group of scientists who claimed to be experts in climate change
and claimed that climate change is not real, People might not realize that it was a trick
of "fake experts”spreading misinformation about climate change, Additionally, people
may not always be able to tell if someons is a legitimate expert or not, particularly if
they are not familiar with the topic.

Fake experts are spokespeople who convey the impression of expertise in a given area
without possessing actual relevant experience. They tricked people into believing
myths and conspiracy theories. These scientists claiming that climate change is not
real pretended to be experts in climate area when they're not qualified in any way.
People could be influenced by the opinions about climate change from these fake
experts. If people are not skeptical of the sources and are not making sure the
information they relied on came from credible sources who had relevant expertise,
they will be fooled easily.

It is impartant to note that some individuals or groups may deliberately impersonate
experts in order to spread misinformation or propaganda, making it even more
difficult for pecple to distinguish between genuine and fake experts.

Using “fake experts”is a common tactic for industry groups and organizations to
manufacture doubt about science. Groups wishing to cast doubt on science often use
fake experts to convince the public that the science isn't settled. For example, to
convey the impression that climate scientists are still debating human-caused global
warming, opponents of climate action will publish long lists of dissenting scientists, A
telling feature of these petitions is the promotion of the sclentific qualifications of the
dissenting scientists, but close inspection reveals the scientists do not possess the
relevant expertise in climate science,

In other words, these lists consist of fake experts—scientists whose area of expertise is
in some other domain than climate change, Drawing upon non-expert opinions on a
complex topic such as climate change is equivalent to asking a dentist to perform
heart surgery. A white coat alone does not make a heart surgecn. Accepting
information klindly from any source, regardless of their credentials, can be dangerous
and can have real-world consequences.

It is important to be critical of the information source and the credentials of the
“experts”who are presenting the information. It's essential to investigate the person's
background and expertise in the relevant area, and whether they have cited reputable
sources for their information. In addition, if the issue is complex and the “expert”is
contradicting the mainstream views, it's essential to be cautious about believing them.
It's crucial to research what recognized experts and scientific organizations say about
the issue to get a well-rounded understanding.





table-0004.png
Low climate concern  High climate concern

group group

Perceived threat 4.56a 5.44b F(1,282)=12.69, p <.001, 17p2 =.04
(1.53) (1.35)

Counterarguing 4.21a 5.61b F(1,282)=13.63, p <.001, 17p2 =.08
(1.69) (1.52)

Belief in misinformation 3.99a 1.88Db F(1,282)=52.59, p <.001, 17p2 =.18
(1.61) (1.16)

Perceived credibility 3.81a 2.72b F(1,282)=6.77, p=.01, 17p2 =.02
(1.48) (1.58)

Intention to share 2.15a 1.90a F(1,282)=.66, p=.42, 17,2 =.002
(1.72) (1.52)

Note: N = 296; lower-case subscripts reflect significant differences within rows; without a shared subscript indicates a significant
difference at p<.05. Adjustment for multiple comparisons: Sidak. Prior attitude towards climate change issue were categorized
into two groups: low climate concern group (score 1 through 4) and high climate concern group (score above 4 to 7). Control for
age, gender, race (dummy coded), education, income, and political ideology, two-way ANCOVAs were conducted to test the
effects of prior attitude towards climate change and message format condition on variable of interest. No interaction effects
were detected. The results of the main effect of prior issue attitude on variable of interest were presented in the table.





table-0002.png
Perceived threat
Counterarguing
Belief in
misinformation

Perceived credibility

Intention to share

Negative narrative

inoculation
Low High
climate climate
concern concern
4.65 5.09
(1.44) (1.57)
4.38 5.49
(1.74) (1.52)
4.00 2.00
(1.409) (1.29)
3.93 273
(1.48) (1.56)
2.37 1.74
(1.79) (1.46)

Positive narrative

inoculation
Low High
climate climate
concern concern
421 5.35
(1.83) (1.31)
414 5.59
(1.76) (1.61)
4.30 1.80
(1.99) (1.19)
3.88 2.98
(1.61) (1.65)
2.51 212
(1.95) (1.79)

Didactic inoculation

Low High
climate climate
concern concern

4.87 5.90

(1.34) (1.809)

454 5.48

(1.58) (1.65)
3.70 2.00
(1.79) (1.39)
3.53 2.68
(1.26) (1.54)
172 1.83
(1.53) (1.26)

Misinformation only

Low High
climate climate
concern concern

453 5.3

(1.48) (1.42)
3.81 5.91
(1.68) (1.25)
3.90 1.70
(1.59) (1.19)
3.85 2.47
(1.57) (1.57)
1.97 1.89
(1.56) (1.68)

Note: N =296. The number above the bracket indicates the mean while the number within the bracket indicates the standard
deviation. For example, 4.65 (1.44) represents mean =4.65 and standard deviation =1.44.
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