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Abstract

This study examines the adoption of generative AI (genAI) tools in German university
communication departments using 2023 and 2024 survey data. Adoption has significantly
increased in 2024, particularly for text generation, with private universities leading the way.
Efficiency gains are evident, but issues with factual accuracy and data privacy persist. The
findings highlight a transition from cautious experimentation to mainstream integration of
genAI in communication strategies, though ethical concerns remain. Communication
departments face the challenge of balancing genAI’s efficiency benefits with the need to
uphold quality, individuality, and privacy.
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1 Introduction

The rapid development and spread of artificial intelligence (AI) and machine learning have
significantly transformed numerous areas of life and work in recent years. Generative AI
(genAI) tools, such as ChatGPT, have attracted significant attention since their launch in
November 2022 [OpenAI, 2023; Touvron et al., 2023]. These tools are capable of conducting
human-like conversations, generating texts, images, or videos, and processing complex
queries [Gozalo-Brizuela & Garrido-Merchán, 2023; Ray, 2023]. This technological shift is
increasingly evident in higher education, particularly within university communication.
University communication broadly encompasses the internal and external organizational
communication of higher education institutions [Fähnrich et al., 2019]. It plays a central role
in conveying scientific findings, promoting dialogues with the public, and supporting
administrative processes. GenAI offers promising applications, from streamlining
administrative tasks to producing professional communication content in varied formats.
However, its adoption also poses challenges, particularly concerning the factual accuracy and
authenticity of AI-generated outputs.

In 2023, an empirical study examined the application and perception of genAI tools in
university communication for the first time [Henke, 2023, 2024]. Surveying communication
departments of German higher education institutions, the study analyzed usage patterns,
challenges, and opportunities. The findings revealed that AI-supported translation and
language correction tools were the most widely used, while tools like ChatGPT saw limited
adoption. Satisfaction with genAI tools was mixed, with broader implementation hindered by
technical difficulties, ethical concerns, data protection issues, and limited awareness of their
diverse applications. These findings align with other studies identifying similar barriers to
genAI adoption [Athaluri et al., 2023; Bhattacharyya et al., 2023; McGowan et al., 2023;
Rawte et al., 2023; Zhang et al., 2023]. There are also connections here to related studies on
generative AI in the scientific context [De Silva et al., 2023; Lopezosa et al., 2023; Ray,
2023]. This presents a particular challenge, as not only the communication of science but
also the production of scientific knowledge itself is increasingly supported and challenged by
genAI [Elbadawi et al., 2024; Messeri & Crockett, 2024; Prillaman, 2024; Royal Society, 2024;
Stone, 2023; Tate et al., 2023]. Science communicators must not only adapt to genAI in their
work but also navigate how to effectively communicate about a rapidly evolving,
genAI-influenced scientific landscape.

Drawing from the second wave of the survey, conducted in May 2024, this study aims to gain
new insights into the current applications and perception of generative AI tools in higher
education communication and to trace changes from the previous year. In light of the results
of last year’s survey and technological advancements, the following research questions are
eminent: (RQ1) How have the acceptance and use of generative AI tools developed since the
first survey? (RQ2) How did this impact communication strategies of the universities? (RQ3)
Are ethical and privacy challenges still relevant, and to what extent? (RQ4) Which new
challenges and assessments of the role of generative AI have emerged?

In the further course of this study, I will first present central developments in the field of
higher education communication, followed by a detailed description of the methodological
approach and the characteristics of the conducted survey. I will then present the results and
discuss them in the context of the results of the first wave as well as current trends and
future perspectives.
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2 Background and assumptions

Germany’s higher education landscape consists mainly of public universities, which operate
under a state-level regulatory framework that varies across the 16 Länder, while private
universities generally have more flexibility but must meet regulatory standards to be
recognised by the state [Kehm, 2018]. This partly extends to the press offices or
communication departments, which enjoy a relatively high degree of institutional autonomy.
Higher education communication, which represents a specific form of science
communication, has some unique characteristics and challenges. Unlike general science
communication, which primarily aims to convey scientific findings to a broad audience,
higher education communication also addresses the academic community, including
students, faculty, and researchers, as well as external stakeholders such as politics, business,
and society [Elken et al., 2018; Fürst et al., 2022; Peters, 2022]. Fähnrich et al. [2019, p. 8]
define higher education communication as “all forms of communication in, from, and about
higher education institutions, including their production, content, use, and impact, carried
out by actors within and outside the higher education organization”. This study focuses on
the practical work of central communication teams at universities. These departments
perform four general communication functions: public relations, marketing, public affairs,
and science communication, covering a wide range of specific communication activities
[Entradas, Marcinkowski et al., 2023; Entradas, Bauer et al., 2023].

With regard to genAI and science communication, Schäfer [2023] emphasizes genAI’s
importance and its potential impacts on science communication, pointing out the need for
further research. He identifies four relevant research directions: (1) analyses of public
communication about genAI, (2) investigation of user interactions with ChatGPT and similar
tools, (3) the impacts of generative AI on the fundamentals of science communication, and
(4) conceptual work on human-machine communication. Schäfer stresses that the science
communication community must quickly adapt to these new questions, as genAI could
transform many life-relevant aspects of science communication, which has implications for
trust in science [Alvarez et al., 2024; Biyela et al., 2024; Dunn et al., 2023]. This study follows
the third line of research by investigating the adoption of genAI in the field of university
communication. Furthermore, Carsten Könneker [2024] highlights in an opinion article that
AI-based tools are transforming science communication through productivity increases,
greater educational equity, and new dissemination pathways such as participatory practices.
At the same time, they bring challenges such as misinformation and potential for misuse,
which underscores the indispensable role of independent media, human control and quality
journalism [Dijkstra et al., 2024; Wihbey, 2024].

The initial study of genAI adoption in university communication in the year 2023 [Henke,
2024] drew on three complementary theoretical perspectives that together illuminate both
individual and organizational dimensions of technology adoption. The Technology
Acceptance Model (TAM) [Davis, 1986] posits that perceived usefulness and ease of use
drive individual adoption patterns, suggesting potential feedback loops as users gain
experience. The Unified Theory of Acceptance and Use of Technology (UTAUT) [Venkatesh
et al., 2003] extends this by emphasizing institutional factors like performance expectancy,
social influence, and facilitating conditions — particularly relevant for understanding
adoption patterns across different university types. Socio-Technical Systems Theory (STS)
[Bijker et al., 1987; Leonardi, 2011; Orlikowski, 1992] adds critical insight into how
technologies become embedded within organizational contexts through mutual adaptation
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between technical capabilities and existing social structures. Of particular relevance is the
concept of ‘interpretive flexibility’ introduced by Bijker et al. [1987], which suggests that
technological artifacts can be understood differently by various social groups, leading to
different patterns of use and integration. Orlikowski [1992] later applied this concept
specifically to information technology in organizations, showing how users shape technology
use to fit existing structures while incrementally adjusting those structures. This theoretical
synthesis suggests a multi-level process where individual acceptance, institutional support,
and organizational adaptation interact to shape technology adoption patterns, potentially
explaining why adoption might proceed at different rates across institutional contexts.

Building on these insights, the follow-up study posits several research assumptions linked to
its research questions: First, we expect increased adoption rates as initial barriers to
perceived ease of use diminish and social systems adapt (RQ1). Second, following UTAUT’s
performance expectancy construct and STS’s focus on organizational routines, genAI tools
will likely integrate more deeply into communication strategies as practices and expectations
co-evolve. (RQ2). Third, while ethical and privacy concerns may persist, their manifestation
likely evolves as organizations develop socio-technical arrangements to manage them (RQ3).
Finally, TAM’s emphasis on perceived usefulness and STS’s focus on emergent practices
suggest new challenges and opportunities may arise as users and organizations push the
boundaries of genAI use (RQ4).

3 Methods

3.1 Sampling und data collection

The units of analysis are German university communication and press offices, with data
collected from their respective heads as key informants as they oversee and observe the
adoption of genAI in their departments. The data was collected through a survey of
communication directors at German universities. The survey was conducted in May 2024,
approximately one and a half years after the introduction of the mentioned AI tools, with
developments in this area continuing to be highly dynamic. While the study captures data
from 2023 and 2024, its cross-sectional and anonymous design precludes longitudinal
tracking of individual institutions’ development. Changes between years thus reflect
aggregate shifts in the higher education landscape rather than institutional trajectories.

The methodology and the questionnaire remained largely consistent with the 2023 survey to
enable direct comparison of question items. However, based on qualitative responses from
the previous wave and field observations, several items were added to the questionnaire.
These additions included questions about factual accuracy of AI-generated content, which
emerged as a substantialconcern in 2023’s open responses, and items (e.g, the use of own
AI chatbots) that reflect developments observed in the field.

The present study was conducted as a partially standardized online survey among German
universities, including universities of applied sciences (UAS), art colleges, and corporate state
universities. All state or state-recognized German higher education institutions, including
private, artistic, and theological universities, with at least 200 students were included in the
sample (n=318). Contact data (names, email addresses) were obtained from the website
hochschulkompass.de (as of May 2024), which lists all universities in Germany with essential
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characteristics and contact information. The contacts were always the heads of press offices
and communication departments, as they are best positioned to evaluate communication
strategies and practices. They were selected as the sole respondent for each university.

GenAI applications encompass various forms of text, image, code, audio, or video creation
[Gozalo-Brizuela & Garrido-Merchán, 2023]. The selection of specific generative AI tools as
examples was straightforward. For each application, such as text or image generation, the
most common tools as of May 2024 were identified through a Google search. The examples
were intended to illustrate specific tools that might be familiar to the respondents. Table 1
shows applications and example tools.

Table 1. Applications and example AI Tools in the Survey.

Application Example Tools

Text generation without integrated web search ChatGPT / Gemini / Claude

Text generation with integrated web search Microsoft Copilot / Perplexity.ai / ChatGPT Pro

AI-supported analysis of documents ChatPDF / Microsoft Copilot / ChatGPT Pro

Image generation Midjourney / Dall-E3 / Bing Image Creator

Audio generation Narakeet / Audyo / Descript

Video generation Synthesia / Runway / HeyGen

Automatic transcription Otter.ai / Fireflies / Audiopen

Automated creation of presentation slides Slides.ai / Microsoft Designer / STORYD

Creating designs, layouts, and mockups Designs.ai / Microsoft Designer / Canva AI

AI-supported translation and language correction DeepL / DeepL Write / Grammarly

The questionnaire (see appendix) was programmed in LimeSurvey as a closed online survey
with a fixed group of participants. Before the survey began, two practitioners from different
universities provided feedback to improve the questionnaire. Additionally, individual items
from the previous year’s survey were adjusted or supplemented. After the survey started,
adjustments were made to the participant group, as occasionally invalid email addresses
were encountered or the respective person was no longer employed at the university. The
survey explicitly asked about the use, expectations, and needs regarding generative AI tools.
Only the question about the use of specific AI tools was mandatory; all other questions could
be skipped, and no filters were applied. The questionnaire contained several additional
questions about the relevance, satisfaction, budget, specific functions, and challenges of
AI-supported tools. It also inquired about the role of tools like ChatGPT in internal
discussions at universities and how respondents assess the future development of university
communication through such tools. The survey began on April 29, 2024, and ended on June
5, 2024. Universities were invited via email and received two reminders during the survey
period. Data analysis was performed using the programming languages R and Python, as well
as the RStudio software.

3.2 Response rate and representativeness

The survey of 318 higher education institutions yielded 82 responses, representing a 25 %
response rate. This rate allows for subgroup comparisons and is considered satisfactory
given the frequency of surveys in higher education. To assess representativeness, the sample
was compared to the population across three characteristics: institution type, governing
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body, and size. The distribution of institution types in the sample closely matched the
population, with slight underrepresentation of universities (31 % vs. 34 %) and universities of
applied sciences (47 % vs. 51 %), and overrepresentation of artistic institutions (21 % vs.
14 %). Cooperative state universities were accurately represented at 1%.

Regarding legal status, public institutions were slightly overrepresented (75 % vs. 71 %),
private institutions underrepresented (17 % vs. 22 %), and church-affiliated institutions
closely matched (8 % vs. 7 %). The size distribution showed some deviations, with smaller
institutions (up to 2,000 students) and medium-sized institutions (5,000–10,000 students)
overrepresented, while larger institutions (over 10,000 students) were slightly
underrepresented. Despite these minor deviations, the overall representativeness of the
survey is satisfactory. The slight biases in size and type are unlikely to substantially impact
the study’s general conclusions.

4 Results

4.1 Development of adoption and use cases

The survey results on the use of genAI-supported tools in the communication and public
relations departments of German higher education institutions show notable differences in
the prevalence and regularity of use of various services. Regular use is defined here as the
sum of responses for at least daily, weekly, or monthly use. Particularly striking is the regular
use of translation and language correction tools like DeepL, which shows the highest
proportion among all AI tools surveyed at 80 %, with 41 % of respondents using these tools
at least once daily. This indicates a high demand for efficient and precise language
processing.

In the area of text generation without web search, such as through ChatGPT, regular use is at
59 %. 23 % of respondents use this service daily and another 24 % weekly. This also
suggests a high relevance of these tools for content creation. Less frequently used are tools
for text generation with web search, such as Microsoft Copilot, with regular use at 33 %.
Document analysis tools like ChatPDF and presentation slide generators like Slides.ai are
only regularly used by 13 % and four % of respondents respectively, indicating a lower need
in these areas.

Tools for automatic transcription (22 %) and for creating designs and mockups (22 %) show
moderate use, while services for image and audio generation are used markedlyless at 27 %
and one % respectively. Notably, video generation tools like Synthesia are not used regularly
at all. These results reflect the different requirements and priorities in communication work
at higher education institutions, where translation and text generation tools show particularly
high usage rates. Statistical tests for differences across institutional characteristics indicate
significant disparities between private and public institutions (75% vs. 60% regular use,
Chi-square=24.9, p=0.001) and by subject focus (Chi-square=23.9, p=0.02), with institutions
having balanced subject profiles showing highest adoption rates.

The data reveals substantial increases in generative AI adoption across most tools between
2023 and 2024, with text generation without web search showing the most dramatic rise
from 22 % to 59 % regular use, followed by text generation with web search (5 % to 33 %).
Notable growth occurred in image generation (3 % to 27 %), transcription (1 % to 22 %), and
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Figure 1. Awareness and Usage of genAI Tools. Note: the respondents were shown the example tools
for each function listed in Table 1 in the questionnaire, e.g. Text creation without web search (“ChatGPT
/ Gemini / others”). N=82.

design generation (1 % to 22 %), while translation tools maintained high usage with a
modest increase from 73 % to 80 %. These shifts suggest a rapid maturation in AI tool
adoption, with users expanding beyond basic translation to embrace more sophisticated
content generation capabilities. (Figure 2)

The analysis of the open-ended responses (n=64) shows that generative AI-supported tools
are mainly used in four application areas: text generation, translation, image editing, and
specialized functions (Figure 3). ChatGPT and DeepL are the most popular for text and
translation, respectively. Image editing tools like Adobe Express, Midjourney and Dall-E are
also widely used. Usage patterns vary across institution types. Universities with broad
profiles tend to use a wider range of tools, including specialized ones like Perplexity.ai.
Universities of applied sciences focus on core tools like ChatGPT and DeepL. Artistic
colleges and private institutions emphasize creative applications, particularly in image
editing.

Compared to 2023, several new use cases have emerged or gained prominence in 2024.
Notably, there is increased utilization of AI tools for strategic communication planning and
content curation, with respondents mentioning the use of tools like Perplexity.ai for
research-backed content development and ChatGPT for brainstorming communication
strategies. The use of genAI for multilingual communication has expanded beyond simple
translation to include cultural adaptation of content. Some institutions report using AI tools
for crisis communication preparation and social media response templates, applications that
were not mentioned in the previous year. Additionally, there is growing integration of AI tools
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Figure 2. Shift of regular usage of genAI Tools between 2023 and 2024.
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Figure 3. Use cases for genAI tools.

in workflow automation, particularly in coordinating communication across multiple channels
and platforms. GenAI usage has, thus, become more sophisticated and broader in scope.

The analysis of the monthly budgets of communication departments at German higher
education institutions for the use of generative AI services shows a strong concentration on
lower budget categories. 54 of the surveyed university communication departments provided
responses to this question. The majority of institutions (40 %) report having a monthly
budget of “up to 50 euros” for AI services. This suggests that many departments are using
either free versions or low-cost subscriptions. Another notable segment (37 %) invests
“between 50 and 150 euros” monthly. This group might combine extended subscription
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models or several specialized services, yet still remains within a moderate cost framework.
Only 10% of institutions report spending “between 150 and 500 euros” monthly on AI
services. None of the surveyed departments reported having budgets in the categories of
“500 to 1,000 euros” or “more than 1,000 euros” per month. Furthermore, 13 % of
respondents could not provide an exact figure and chose the option “Don’t know”.

Table 2. Budget for genAI Tools (2024).

Budget % N

Up to 50 Euro 40.4 21

50 to 150 Euro 36.5 19

150 to 500 Euro 10.0 5

500 to 1000 Euro 0.0 0

More than 1,000 Euro 0.0 0

Don’t know 13.0 7

Total N 52

The budget allocation data shows a slight decrease compared to 2023 in departments
spending under 50 euros monthly (44 % to 40 %), while those spending 50–150 euros
increased substantially from 23 % to 37 %, and higher-budget ranges (150–500 euros)
doubled from 5 % to 10 %. Notably, uncertainty about AI tool budgets decreased remarkably,
with “Don’t know” responses dropping from 26 % to 13 %, suggesting improved budget
tracking and planning for AI implementation.

Figure 4. Shift of budgets for genAI tools between 2023 and 2024.

4.2 Impact on strategies, debates and satisfaction

The survey reveals relevant impacts of AI tools on higher education communication
strategies. 36 % of respondents report improved efficiency, while 33 % note increased
adaptability to various communication channels. However, only 8 % report changes in team
roles and responsibilities, and just 4 % observe a stronger focus on data-driven
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decision-making. Notably, 38 % of respondents identify a greater need for technical
expertise and training, highlighting the importance of skill development in AI tool usage.
Conversely, 32 % report no meaningfulchanges in their communication practices, indicating
varied adoption rates across institutions.

These findings suggest that while AI tools are enhancing efficiency and adaptability in many
departments, their impact on organizational structure and decision-making processes
remains limited. The results underscore the growing importance of AI literacy in higher
education communication, while also revealing that a relevant portion of institutions have yet
to experience major changes from AI implementation.

Table 3. Impacts on communication strategy or practices (2024). Note: multiple choices were
possible.

Aspect % N

Greater need for technical expertise and training 38.2 29

Significant improvement in efficiency 35.5 27

Increased adaptability to different communication channels 32.9 25

No significant changes 31.6 24

Changed roles and responsibilities in the team 7.9 6

Greater focus on data-driven decision-making 3.9 3

Total N 76

The comparative data on organizational impacts shows substantial increases since 2023 in
perceived benefits, with efficiency improvements rising from 23 % to 36 % and adaptability
to different communication channels nearly tripling from 12 % to 33 %. A notable increase in
the need for technical expertise and training (24 % to 38 %) coupled with a decrease in “no
significant changes” (45 % to 32 %) suggests broader and deeper AI integration, though
structural impacts like changed roles (6 % to 8 %) and data-driven decision-making (4 %)
remained relatively stable.

The use of genAI has also been an issue in internal university debates. Respondents
reported a varied engagement with generative AI tools in German higher education
institutions. 53 % report regular committee discussions on AI, while 36 % have established
dedicated working groups. 37 % offer AI-related training for staff and students. However,
only 14 % have implemented AI chatbots or formal usage guidelines, and 11 % have defined
strategic AI initiatives.

Notably, 28 % of institutions report that generative AI is not yet a central topic of internal
discussion. This diverse landscape suggests that while many institutions are actively
exploring and integrating AI tools, a notable portion are still in the early stages of adoption
or have yet to prioritize these technologies in their institutional strategies.

The data shows notable increases in formal AI governance structures between 2023 and
2024, with guidelines tripling (5 % to 14 %), strategic initiatives rising sharply (2 % to 11 %),
and training offerings more than doubling (16 % to 37 %). While committee discussions
remained stable around 52–53%, working groups increased (27 % to 36 %), and 14 %
reported implementing their own AI chatbots in 2024, suggesting more concrete
implementation steps despite AI remaining a non-central topic for about 30 % of
institutions across both years.
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Figure 5. Shift of impacts on communication strategies between 2023 and 2024.

Table 4. GenAI in internal university debates (2024). Note: multiple choices were possible.

Aspect % N

There are regular discussions in committees and commissions about such AI tools. 52.6 40

There are training courses or further education measures for employees and/or
students on generative AI tools.

36.8 28

Working groups or committees have been set up to deal with generative AI tools. 35.5 27

Generative AI tools such as ChatGPT are not yet a central topic at our university. 27.6 21

Our university has already set up its own AI chatbot 14.5 11

We already have formal guidelines or regulations on the use of generative AI tools. 14.5 11

Our university has defined strategic goals or initiatives in connection with
generative AI tools.

10.5 8

Total N 76

In addition, satisfaction with the use of genAI varies across applications. The evaluation of
satisfaction with generative AI tools in public relations at German higher education
institutions shows an overall moderate satisfaction (Table 3). The average satisfaction with
experiences using generative AI tools is 3.2 (on a scale from 1 “very dissatisfied” to 5 “very
satisfied”), with the proportion of users rating the tools above three at 40 percent.
Satisfaction varies depending on the specific application area. For text generation, the mean
value is 3.1, with 34 % of respondents indicating values above three. Document evaluation
shows a lower satisfaction value of 2.9, with only 31 % of users rating the tools positively in
this area. The situation is similar for image generation with a mean of 3.1 and 41 % positive
ratings. Lower satisfaction values are found in the generation of audio and video, with mean
values of 2.4 each and only 11 % positive ratings. This suggests challenges or lower
expectations in these areas.

The transcription of audio content shows slightly higher satisfaction with a mean of 3.3 and
43 % positive ratings. Creating presentation slides also achieves a mean of 3.2, with 45 % of
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Figure 6. Shift of internal debates between 2023 and 2024. Note: the item “Already set up its own AI
chatbot” was not included in the 2023 wave of the survey.

users reporting positive experiences. For design generation, satisfaction is at 3.1 with 38 %
positive ratings. The highest satisfaction value is found for translation and language
corrections with a mean of 3.4 and 58 % positive ratings. User expectations seem to be
more strongly met in this area. Overall, satisfaction with generative AI tools varies
considerably and strongly depends on the specific application area. While some areas such
as translation and text transcription achieve higher satisfaction values, there is clear
potential for improvement in audio and video generation.

Moreover, satisfaction with AI tools has slightly improved since 2023, with an average value
of 3.2 in 2024 compared to 3.0 in the previous year. The previous survey did only include an
overall assessment of satisfaction, which is why we cannot compare details for specific
applications.

Table 5. Satisfaction with the use of genAI tools (2024). Note: Likert scales 1 (“very dissatisfied”)–5
(“very satisfied”). *) “Satisfied” indicates share of answers either “satisfied” or “very satisfied”.

Mean SD Satisfied %* Valid N

Translating and language corrections 3.4 1.53 58 67

Creating presentation slides 3.2 0.98 45 11

Transcribing audio content 3.3 1.12 43 30

Generating images 3.1 1.03 41 41

Overall experience with genAI tools 3.2 0.88 40 57

Generating designs 3.1 1.11 38 21

Generating texts 3.1 0.96 34 64

Evaluating documents 2.9 1.09 31 26

Generating audio 2.4 1.01 11 9

Generating videos 2.4 0.88 11 9
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4.3 Relevant challenges and difficulties

The analysis of the survey results on challenges in using generative AI tools (Table 6) shows
that certain difficulties are perceived as particularly relevant, while others are less relevant
(on a scale from 1 “not at all relevant” to 5 “very relevant”). Factual accuracy and reliability
represent the greatest challenge, with a high mean value of 4.0. In total, 72 % of
respondents rate this challenge as relevant (values greater than three). Similarly relevant are
data protection concerns, which also have high priority with a mean value of 3.9 and 68
positive ratings. These areas require special attention and measures to improve reliability
and protect sensitive data.

Ethical concerns follow with a mean value of 3.4, with 51 % of respondents considering these
important. These values indicate that ethical aspects, such as fair use and potential biases in
generated content, are important considerations. Difficulties in optimal use of the tools are
also seen as a relevant challenge with a mean value of 3.2 and 47 % positive ratings. A factor
here could be that users have difficulties in fully exploiting the potential of the tools, possibly
due to operational complexity or insufficient support.

Other challenges, such as lack of personalization or adaptability (mean 2.9) and lack of
further training opportunities (mean 2.8), show medium relevance values with 35 % and
36 % ratings in the relevant or very relevant range respectively. These areas could be
addressed through targeted training and improved customization options. Technical
problems (mean 2.3) and acceptance within the institution (mean 2.6) are seen as less
relevant, with only 12 % and 24 % positive ratings respectively. Thus, it can be stated that
most users do not experience serious technical difficulties and the acceptance of the tools
within the institutions is relatively high.

Table 6. Challenges or difficulties in using genAI tools (2024). Note: Likert scales 1 (“not relevant at
all”)–5 (“very relevant”). *) “Relevant” indicates share of answers either “ relevant” or “very relevant”.

Mean SD Relevant %* Valid N

Factual fidelity and reliability 4.0 1.15 72 64

Data protection concerns 3.9 1.24 68 66

Ethical concerns 3.4 1.24 51 59

Difficulties in using the tools optimally 3.2 1.08 47 60

Lack of training opportunities 2.8 1.34 36 61

Lack of personalization or adaptability 2.9 1.23 35 60

Acceptance within the university 2.6 1.27 24 59

Technical problems 2.3 1.05 12 58

From 2023 to 2024, technical problems decreased notably (from 24 % to 12 %), while
concerns about factual fidelity and reliability remained the dominant challenge (72 %)
alongside growing data protection concerns (increased from 52 % to 68 %). The data shows
increased difficulties in optimal tool usage (36 % to 47 %) and lack of personalization (20 %
to 35 %), suggesting that as technical barriers diminish, implementation and customization
challenges become more prominent. Notably, the need for training opportunities has grown
(20 % to 36 %), while ethical concerns increased moderately (42 % to 51 %), indicating a
shift from technical to practical and ethical considerations in AI adoption. (Figure 7)
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Figure 7. Shifts of challenges or difficulties in using genAI tools between 2023 and 2024. Note: the
items “Acceptance within the university” and “Factual fidelity and reliability” were not included in the
2023 wave of the survey.

4.4 Evolution of priorities and expectations

Looking at the reported needs and goals, we can see clear preferences for certain aspects of
using generative AI tools. Time saving in content creation is the most important goal, with a
mean value of 4.5. A total of 88 % of respondents rate this aspect as very important (values
>3). This underscores the importance of efficiency in daily communication work. Similarly
high is the increase in communication efficiency, which is rated with a mean value of 4.3. An
equally high 82 % of participants see this as an important benefit of AI tools, indicating a
desire for optimized and accelerated communication processes.

The simplification of work processes is also a central need, with a mean value of 4.2 and
80 % positive ratings. This shows that users expect AI tools to help simplify workflows and
reduce administrative effort. Improving communication quality is considered moderately
important, with a mean value of 3.2 and 44 % positive ratings. This suggests that while the
quality of communication is important, it is not prioritized as highly as efficiency and time
aspects. Less important are expanding the reach of communication (mean 2.8) and
personalizing communication (mean 2.4), which are considered important or very important
by only 27 % and 18 % of respondents respectively. These areas seem to play a lesser role in
the current use of AI tools.

The comparative data on needs and goals for generative AI tools reveals a dramatic increase
in efficiency-focused priorities, with efficiency in communication jumping from 49 % to
82 % and time-saving rising from 73 % to 88 % between 2023 and 2024. Quality
improvement and communication reach showed notable increases (from 15 % to 44 % and
9 % to 26 % respectively), while personalization saw a substantial rise from just 2 % to 18 %,
suggesting growing sophistication in AI tool usage. With 80 % of respondents in 2024 citing
process simplification as important, the data indicates a clear shift toward viewing AI tools
as integral to streamlining communication workflows rather than just experimental
technology. (Figure 8)
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Table 7. Needs and goals of using genAI tools (2024). Note: Likert scales 1 (“not important at all”)–5
(“very important”). *) “Important” indicates share of answers either “ important” or “very important”.

Mean SD
Important

%* Valid N

Saving time when creating
communication

4.5 0.86 88 74

Increasing efficiency in communication 4.3 0.93 82 73

Simplifying work processes 4.2 1.01 80 75

Improving the quality of communication 3.2 1.17 44 71

Extending the reach of communication 2.8 1.22 26 68

Personalizing communication 2.4 1.11 18 67

Figure 8. Shifts of needs and goals of using genAI tools between 2023 and 2024. Note: the item
“Simplifying work processes” was not included in the 2023 wave of the survey.

This is also reflected in the expectations of the respondents on genAI. In an open question,
survey participants were asked what important changes they expect in university
communication through generative AI tools in the coming years. There were 34 responses,
which were analyzed and summarized in terms of content. Efficiency gains and work
facilitation are the most anticipated benefits (n=14). However, concerns about quality and
skepticism persist, particularly regarding the use of platitudes and filler words in
AI-generated content (n=6). Respondents also anticipate improvements in multilingual
communication, internationalization (n=6), and personalized, target group-specific
messaging (n=5). Some foresee a shift in communicator roles towards content curation
rather than creation (n=4).

While efficiency is seen as the primary opportunity, notable risks are identified. These
include potential quality loss, misinformation, and increased need for fact-checking (n=10).
Data protection, privacy concerns (n=7), and the potential loss of institutional individuality
and creativity (n=5) are also noted as risks. Interestingly, larger, technically-focused public
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universities appear slightly more open to AI adoption than smaller, specialized institutions.
However, across all institution types, a balanced view emerges, recognizing both the
potential benefits and challenges of integrating AI into university communication strategies.

A comparative analysis of survey responses between 2023 and 2024 reveals a shift from
general concerns about AI adoption to specific implementation challenges in university
communications. While efficiency gains remained the primary benefit (n=14 in 2024 vs. n=12
in 2023), new opportunities emerged around multilingual communication and personalized
audience targeting. Notably, concerns about job displacement (n=4) and loss of personal
interaction (n=5) present in 2023 disappeared in 2024. However, data privacy concerns
intensified (n=7, up from n=4), while quality concerns remained consistent (n=10 both years).
The nature of these concerns evolved from general skepticism to specific issues around
factual accuracy and content authenticity.

New considerations in 2024 included resource constraints (n=2) and integration of AI topics
into institutional communications (n=2). This evolution suggests a maturation in institutional
understanding of AI technologies, characterized by more practical implementation
considerations compared to the broader concerns of 2023. The shift aligns with the general
trajectory of technology adoption in higher education, where initial apprehension gives way
to more practical implementation considerations.

5 Discussion

The findings reveal a substantial maturation in the adoption and integration of generative AI
tools in German university communications between 2023 and 2024. Analyzing these
changes through our theoretical framework provides insights into how AI integration has
evolved. Addressing our first research question about AI acceptance and use development
(RQ1), the most striking finding is the nearly threefold increase in regular text generation tool
usage, with ChatGPT leading this trend. The dramatic increase (22 % to 59 %) exemplifies
TAM’s technology acceptance cycle: as perceived ease of use improved through exposure
and training (evidenced by the doubling of training programs), perceived usefulness
increased, creating a positive feedback loop that accelerated adoption. However, UTAUT’s
emphasis on facilitating conditions helps explain the persistent public-private adoption
gap — private institutions’ greater autonomy in implementing support structures creates
more favorable conditions for AI integration, while public institutions’ complex stakeholder
obligations and regulatory requirements create friction in the acceptance cycle.

Regarding impact on communication strategies (RQ2), the qualitative responses reveal a
crucial evolution from basic content generation to strategic applications. New use cases in
research-backed content development, crisis communication preparation, and cultural
adaptation of multilingual content indicate growing sophistication. This shift, combined with
substantially increased adaptability regarding genAI, supports UTAUT’s performance
expectancy predictions. However, only few institutions report changes in team roles and
responsibilities despite many identifying increased need for technical expertise and training.
STS theory suggests that technological adoption occurs through a process of mutual
adaptation between technical and social systems [Leonardi, 2011]. Our findings of limited
structural changes despite increased technical expertise needs illustrate this mutual
adaptation process: rather than drastically reorganizing team structures, institutions are
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gradually evolving existing roles to accommodate AI capabilities. This aligns with the
concept of ‘interpretive flexibility’ where organizations shape technology use to fit existing
structures while incrementally adjusting those structures [Bijker et al., 1987; Orlikowski, 1992].
The persistence of traditional team roles alongside growing technical demands reflects what
Bijker et al. [1987] term ‘socio-technical configurations’ — relatively stable arrangements that
balance innovation with institutional continuity.

Examining the evolution of ethical and data protection challenges (RQ3), we observe a
notable shift from technical to practical concerns. While technical barriers have diminished
substantially, data protection concerns have intensified, becoming the dominant challenge
alongside factual reliability. This aligns with STS theory’s emphasis on embedded social
values in technological adoption [Bijker et al., 1987; Pinch & Bijker, 1984], as institutions
grapple with implementation rather than technical hurdles.

Finally, addressing new challenges and assessments (RQ4), institutional responses show
clear maturation through increased training offerings, formal guidelines, and strategic
initiatives. Qualitative responses reveal a marked shift from general concerns about job
displacement to specific implementation challenges around resource constraints and genAI
integration. The dramatic increase in efficiency-focused priorities, alongside new emphasis
on quality improvement and personalization, suggests a transition from viewing genAI as
experimental technology to seeing it as an integral tool for workflow optimization.

The interplay between individual acceptance factors (TAM/UTAUT) and organizational
adaptation processes (STS) helps explain the observed pattern of rapid tool adoption
alongside gradual structural change. While individual users quickly embrace tools that
demonstrate clear utility (following TAM’s usefulness principle), organizational structures
evolve more slowly through what STS theory describes as a process of negotiation between
technical capabilities and existing social arrangements. This theoretical synthesis helps
explain why we see high individual-level adoption metrics alongside relatively conservative
organizational transformation.

Several limitations should be considered when interpreting these findings: while the study
achieved a satisfactory response rate of 25 %, the slight underrepresentation of larger
universities (>10,000 students) and slight overrepresentation of artistic institutions may
affect the generalizability of results across the German higher education landscape. The
reliance on self-reported data from communication department heads, while providing
valuable insights into organizational decision-making, may be subject to social desirability
bias and potentially overestimate the sophistication of AI tool implementation. Finally, both
the cross-sectional nature of the data and its focus on German institutions — with their
specific regulatory and organizational characteristics — limit our ability to draw conclusions
about the temporal development of AI adoption and its manifestation in other national
contexts.

6 Conclusions

The integration of generative AI tools in university communication requires a comprehensive
approach that considers technological capabilities, operational needs, and the
socio-technical environment, as evidenced by the pivotal shifts between 2023 and 2024. The
study’s findings confirm varied adoption patterns across institution types, with private
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institutions showing more frequent and diverse use of genAI tools compared to public ones.
Satisfaction with AI tools is moderate, with persistent challenges in factual accuracy and data
protection. These factors substantially influence acceptance and usage. The primary drivers
for genAI adoption are increased efficiency and time savings, with respondents reporting
notable improvements in these areas. Many institutions have established internal debates,
working groups, and training programs for genAI tools, with training offerings more than
doubling and formal guidelines tripling between 2023 and 2024, highlighting the importance
of organizational support for successful integration. However, data protection and quality
concerns remain central issues, necessitating careful management of genAI tool integration.

The study highlights a higher education communication landscape undergoing pivotal
transformation, with genAI tools becoming increasingly integral yet still seeking a clearly
defined role. Communication departments face the challenge of leveraging genAI’s
efficiency without compromising quality or individuality. This may involve deploying genAI for
routine tasks, such as specialized AI chatbots, while reallocating the time saved to creative
and strategic activities. Following STS theory’s emphasis on mutual adaptation, we can
expect the next phase of genAI integration to produce more sophisticated socio-technical
arrangements where AI capabilities and organizational practices co-evolve. UTAUT’s
performance expectancy construct suggests that as facilitating conditions mature,
institutions will develop novel hybrid approaches that transcend current efficiency-focused
applications toward more strategic combinations of AI and human expertise.
Communication departments would benefit from establishing clear guidelines that anticipate
these evolving dynamics. Further research should examine how varying organizational
structures shape the development of such hybrid approaches and their implementation
across different institutional contexts.

A Data availability

The dataset for the 2024 wave is available here: https://doi.org/10.5281/zenodo.12166389.

The dataset for the 2023 wave is available here: https://doi.org/10.5281/ZENODO.10246987.
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B Survey questionnaire

Translated from German original.

Table 8. Survey questionnaire.

Question Type Answer options

Characteristics of the Higher Education Institution

What type of higher education institution is yours?
Please select the answer that best fits.

Single
Choice

University; University of Applied Sciences
/ HAW; Art College; Cooperative State
University

Under what type of ownership is your institution? Single
Choice

Public law; Private, state-recognized;
Church-affiliated, state-recognized

How many students are currently enrolled at your
institution?

Single
Choice

Up to 2,000 students; 2,000 to 5,000
students; 5,000 to 10,000 students;
10,000 to 20,000 students; More than
20,000 students

What is the main academic focus of your institution,
based on the number of students? Please select the
answer that best fits.

Single
Choice

Engineering and Sciences; Humanities
and Social Sciences; Other focus;
Aproximately equal in size

Experience with Generative AI Tools in Higher Education Communication

Which of these AI-powered tools, mostly based on
simple text inputs (prompts) to generate content, are
you or your department already using for the
communication and public relations work of your
institution?
Generate texts without integrated web search
(ChatGPT / Gemini / others) (Microsoft Copilot /
Perplexity.ai / ChatGPT Pro / others) Analyze
documents, e.g. PDFs (ChatPDF / Microsoft Copilot /
ChatGPT Pro / others) Generate images (Midjourney /
Dall-E3 / Bing Image Creator / others) Generate
audios (Narakeet / Audyo / Descript others) Generate
videos (Synthesia / Runway / HeyGen / others)
Automatic transcription (Otter. ai / Fireflies /
Audiopen / others) Generate presentation slides
(Slides.ai / Microsoft Designer / STORYD / others)
Generate designs and mockups (Designs.ai /
Microsoft Designer / Canva AI / others) AI-powered
translation and language correction (DeepL / DeepL
Write / Grammarly / others)

MC Used at least once daily; Used at least
once a week; Used at least once a month;
Have tried it; Heard of it, but haven’t used
it; I am not familiar with any of these
services

Please name the generative AI-supported tools that
you find particularly relevant for your work. You may
also include tools that have not yet been mentioned.
Ideally, they should be listed together and in this
form: Name of the tool: central function for your work

Open Example answer: Perplexity.ai: writing
editorial texts with scientific references;
ChatGPT: preparing social media posts,
editing texts; Midjourney: generating
stock images

What needs and goals are important to you or your
department in communications and public relations
when you use the AI tools mentioned above? Please
rate the importance of each sub-question.
Increasing efficiency in communication; Improving
the quality of communication; Extending the reach of
communication; Saving time when creating content;
Personalizing communication; Simplifying work
processes

Likert 1 (very unimportant) to 5 (very important)

Continued on the next page.
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Continued from the previous page.

Question Type Answer options

How satisfied are you with the results you or your
department have achieved so far by using generative
AI tools in your public relations work? Please refer
your answers only to AI tools that you use regularly (at
least once a month).
Overall experience with generative AI tools;
Generating texts; Evaluating documents; Generating
images; Generating audio Generating videos;
Transcribing audio content; Creating presentation
slides; Generating designs; Translating and language
corrections

Likert 1 (very dissatisfied)–5 (very satisfied)

What challenges or difficulties have you or your
department encountered when using generative AI
tools in public relations? Select the answers that you
consider important or very important with regard to
the question

MC Technical problems or errors; Difficulties
in optimal use of tools; Lack of
personalization or adaptability; Fidelity
and reliability; Data protection concerns;
Ethical concerns; Lack of training
opportunities; Acceptance within the
university

What is the approximate monthly budget of your
department for the use of the above-mentioned
services (subscriptions, licenses, API fees)? Choose
the answer that fits best.

Single
Choice

Up to 50 euros; 50 to 150 euros; 150 to
500 euros; 500 to 1000 euros; More than
1,000 euros; I don’t know

To what extent has the use of AI tools changed your
communication strategy or practices, and what
impact has this had on your daily work or that of your
department? Select the options you tend to agree
with or completely agree with.

MC Significant improvement in efficiency;
Increased adaptability to different
communication channels; Changed roles
and responsibilities in the team; Greater
focus on data-driven decision-making;
Greater need for technical expertise and
training; No significant changes Other:

What role do generative AI tools such as ChatGPT
play in internal discussions at your university? Select
the answer options that fit best.

MC Our university has already set up its own
AI chatbot; There are regular discussions
in committees and commissions about
such AI tools; We already have formal
guidelines or regulations on the use of
generative AI tools; Working groups or
committees have been set up to deal with
generative AI tools; Our university has
defined strategic goals or initiatives in
connection with generative AI tools;
There are training courses or further
education measures for employees and/or
students on generative AI tools.
Generative AI tools such as ChatGPT are
not yet a central topic at our university.

Can you please give us a brief assessment? What
significant changes in university communication do
you expect in the next few years as a result of
generative AI tools?

Open

Finally, can you please give us a brief assessment?
Which risks or opportunities do you consider to be
particularly significant with regard to AI in the public
relations work of universities?

Open
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C Additional tables

Table 9. Distributions of Base Population and Sample.

Characteristic Item Base % Sample % Sample N

Type of
University

State Corporate 1,3 1,4 1

Artistic 14,2 20,8 15

UAS 50,6 47,2 34

University 34,0 30,6 22

Legal Status
Church-affiliated 6,6 8,3 6

Private 22,0 16,7 12

Public 71,4 75,0 54

Size

Up to 2,000 Students 36,6 43,1 31

2,000 to 5,000 Students 23,0 23,6 17

5,000 to 10,000 Students 17,1 22,2 16

10,000 to 20,000 Students 10,9 5,6 4

More than 20,000 12,4 5,6 4
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Table 10. Awareness and Usage of AI tools for Sub-Groups.
G
ro
up Function Not

familiar
with any
of these
tools

Heard
of it but

not
used
yet

We
have

already
tried it

Used at
least
once a
month

Used at
least
once a
week

Used at
least
once
daily

N

University Type

U
ni

ve
rs

it
y

Analysis of documents 9% 39% 35% 9% 9% 0% 23

Audio generation 9% 74% 13% 4% 0% 0% 23

Audio transcription 9% 35% 26% 17% 9% 4% 23

Creating designs 4% 57% 17% 17% 0% 4% 23

Generation of
presentation slides

4% 65% 26% 4% 0% 0% 23

Image generation 4% 26% 39% 22% 4% 4% 23

Text generation without
web seach

0% 22% 30% 17% 22% 9% 23

Text generation with
web search

0% 43% 13% 22% 13% 9% 23

Translation and
language editing

4% 13% 4% 4% 26% 48% 23

Video generation 4% 83% 13% 0% 0% 0% 23

U
A

S

Analysis of documents 13% 67% 13% 0% 0% 7% 15

Audio generation 33% 60% 7% 0% 0% 0% 15

Audio transcription 20% 40% 33% 7% 0% 0% 15

Creating designs 33% 33% 0% 7% 20% 7% 15

Generation of
presentation slides

40% 40% 13% 0% 7% 0% 15

Image generation 13% 33% 40% 7% 0% 7% 15

Text generation without
web seach

0% 20% 20% 7% 27% 27% 15

Text generation with
web search

20% 47% 13% 0% 13% 7% 15

Translation and
language editing

0% 13% 0% 13% 20% 53% 15

Video generation 40% 53% 7% 0% 0% 0% 15

A
rt

is
ti

c

Analysis of documents 55% 36% 0% 0% 9% 0% 11

Audio transcription 82% 9% 9% 0% 0% 0% 11

Creating designs and
mockups

45% 36% 18% 0% 0% 0% 11

Creation of presentation
slides

91% 0% 9% 0% 0% 0% 11

Image creation 40% 50% 10% 0% 0% 0% 10

Text creation with web
search

45% 45% 0% 0% 9% 0% 11

Text creation without
web seach

0% 58% 25% 0% 8% 8% 12

Translation and
language editing

17% 0% 0% 0% 33% 50% 12

Video creation 80% 20% 0% 0% 0% 0% 10

Continued on the next page.
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Continued from the previous page.
G
ro
up Function Not

familiar
with any
of these
tools

Heard
of it but

not
used
yet

We
have

already
tried it

Used at
least
once a
month

Used at
least
once a
week

Used at
least
once
daily

N

Legal status

P
ub

lic

Analysis of documents 11% 53% 25% 4% 5% 2% 55

Audio generation 22% 64% 13% 2% 0% 0% 55

Audio transcription 15% 35% 27% 16% 5% 2% 55

Creating designs 16% 44% 18% 7% 9% 5% 55

Generation of
presentation slides

16% 65% 15% 2% 2% 0% 55

Image generation 7% 25% 38% 18% 7% 4% 55

Text generation without
web seach

0% 13% 27% 11% 31% 18% 55

Text generation with
web search

9% 35% 25% 9% 13% 9% 55

Translation and
language editing

0% 7% 7% 7% 33% 45% 55

P
ri

va
te

Analysis of documents 0% 58% 17% 17% 8% 0% 12

Audio generation 8% 83% 8% 0% 0% 0% 12

Audio transcription 17% 33% 25% 17% 8% 0% 12

Creating designs 17% 58% 0% 17% 8% 0% 12

Generation of
presentation slides

0% 75% 25% 0% 0% 0% 12

Image generation 0% 33% 42% 8% 17% 0% 12

Text generation without
web seach

0% 8% 17% 17% 0% 58% 12

Text generation with
web search

0% 50% 8% 17% 17% 8% 12

Translation and
language editing

8% 8% 0% 8% 25% 50% 12

Size

U
p

to
2,

0
0

0
S

tu
de

nt
s

Analysis of documents 10% 58% 16% 3% 10% 3% 31

Audio generation 26% 65% 10% 0% 0% 0% 31

Audio transcription 19% 42% 23% 13% 3% 0% 31

Creating designs 19% 48% 0% 10% 16% 6% 31

Generation of
presentation slides

26% 48% 19% 3% 3% 0% 31

Image generation 10% 32% 32% 16% 6% 3% 31

Text generation without
web seach

0% 26% 16% 6% 13% 39% 31

Text generation with
web search

10% 48% 13% 3% 16% 10% 31

Translation and
language editing

3% 16% 3% 13% 19% 45% 31

Video generation 26% 68% 6% 0% 0% 0% 31

Continued on the next page.
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Continued from the previous page.
G
ro
up Function Not

familiar
with any
of these
tools

Heard
of it but

not
used
yet

We
have

already
tried it

Used at
least
once a
month

Used at
least
once a
week

Used at
least
once
daily

N

2,
0

0
0

to
5

,0
0

0
S

tu
de

nt
s

Analysis of documents 18% 47% 18% 12% 6% 0% 17

Audio generation 24% 71% 6% 0% 0% 0% 17

Audio transcription 18% 35% 29% 18% 0% 0% 17

Creating designs 12% 47% 29% 0% 6% 6% 17

Generation of
presentation slides

12% 82% 6% 0% 0% 0% 17

Image generation 6% 12% 59% 18% 6% 0% 17

Text generation without
web seach

0% 12% 24% 24% 29% 12% 17

Text generation with
web search

6% 47% 18% 18% 12% 0% 17

Translation and
language editing

0% 0% 6% 12% 35% 47% 17

Video generation 29% 71% 0% 0% 0% 0% 17

5
,0

0
0

to
10

,0
0

0
S

tu
de

nt
s

Analysis of documents 6% 69% 25% 0% 0% 0% 16

Audio generation 25% 44% 25% 6% 0% 0% 16

Audio transcription 19% 19% 19% 25% 13% 6% 16

Creating designs 25% 38% 25% 6% 6% 0% 16

Generation of
presentation slides

6% 88% 0% 6% 0% 0% 16

Image generation 6% 25% 38% 13% 13% 6% 16

Text generation without
web seach

0% 0% 44% 6% 25% 25% 16

Text generation with
web search

6% 38% 38% 0% 13% 6% 16

Translation and
language editing

6% 6% 13% 0% 44% 31% 16

Video generation 25% 69% 6% 0% 0% 0% 16

10
,0

0
0

to
20

,0
0

0
S

tu
de

nt
s

Analysis of documents 0% 50% 25% 0% 25% 0% 4

Audio generation 0% 100% 0% 0% 0% 0% 4

Audio transcription 0% 50% 25% 0% 25% 0% 4

Creating designs 0% 75% 25% 0% 0% 0% 4

Generation of
presentation slides

0% 75% 25% 0% 0% 0% 4

Image generation 0% 50% 0% 50% 0% 0% 4

Text generation without
web seach

0% 25% 0% 0% 50% 25% 4

Text generation with
web search

0% 25% 25% 0% 25% 25% 4

Translation and
language editing

0% 25% 0% 0% 25% 50% 4

Video generation 0% 75% 25% 0% 0% 0% 4

Continued on the next page.
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Continued from the previous page.
G
ro
up Function Not

familiar
with any
of these
tools

Heard
of it but

not
used
yet

We
have

already
tried it

Used at
least
once a
month

Used at
least
once a
week

Used at
least
once
daily

N

M
or

e
th

an
20

,0
0

0
S

tu
de

nt
s

Analysis of documents 0% 20% 60% 20% 0% 0% 5

Audio generation 0% 100% 0% 0% 0% 0% 5

Audio transcription 0% 40% 40% 20% 0% 0% 5

Creating designs 0% 60% 0% 40% 0% 0% 5

Generation of
presentation slides

0% 40% 60% 0% 0% 0% 5

Image generation 0% 40% 20% 20% 20% 0% 5

Text generation without
web seach

0% 20% 20% 20% 40% 0% 5

Text generation with
web search

0% 0% 20% 60% 0% 20% 5

Translation and
language editing

0% 0% 0% 0% 40% 60% 5

Video generation 0% 80% 20% 0% 0% 0% 5
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