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Abstract

This special issue examines public (dis)trust in science amidst evolving digital media
environments, marked by the increasing prevalence of online information sources about scientific
topics such as climate change and COVID-19. This editorial summarizes the nine publications that
are part of the special issue and shows how they address different aspects of public (dis)trust
in science in the context of digital media environments. Furthermore, we reflect on
the selection and production process and give an outlook as to where future research
could be heading. The papers highlight various perspectives on (dis)trust in science
in digital media environments to foster a deeper understanding of the role of digital
communication.
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1  Why study public (dis)trust in science in digital media environments?

Nowadays, large parts of the population obtain information about science, technology, and topics
such as climate change or COVID-19 online; this includes journalistic online media, but
increasingly also social and other internet-based media [e.g., European Commission, 2021;
Guenther et al., 2022; National Science Board, 2018]. Digital media environments, especially
social media, are characterized by a combination of interpersonal and mass-mediated
communication; they provide heterogeneous content regarding actors, publics, and
topics [e.g., Neuberger, 2014]. Content critical of science [e.g., Gierth & Bromme, 2019],
disinformation [e.g., Scheufele & Krause, 2019], conspiracy narratives [e.g., Allgaier, 2019; Mahl
et al., 2022; Plohl & Musil, 2021], and algorithm-curated information environments
[e.g., Ziewitz, 2015] seem to be related to a so-called post-truth era [Keyes, 2004] and
potentially negative consequences for public trust in science [e.g., Schäfer, 2016; Weingart
& Guenther, 2016]. So far, however, empirical evidence of a decreased public trust in
science is often lacking [Krause et al., 2019], and social media may also potentially benefit
public trust in science by facilitating access to and exchange of scientific information
[e.g., Taddicken & Krämer, 2021]. This special issue is dedicated to exploring public
(dis)trust in science against the backdrop of changing information environments and
potentially contrasting trends regarding the audience’s increasing use of digital media.
The aim of this special issue is to reflect on and give a wide overview of the current
academic and public discourses in order to advance research regarding theory and
methods.





2  Editorial processes of this special issue

The contributions to this special issue have been selected in a two-stage process: the selection
of abstracts suitable for full-paper submissions and the selection of full papers via a
double-blind reviewing process. Based on our open call for papers, 37 abstracts were
submitted, and 13 were invited to full-paper submission. The aim was to achieve the most
diverse and multi-perspective issue possible regarding the following selection criteria: a
perspective on trust in science as well as on digital media environments, involved actors (i.e.,
scientists/researchers, publics, journalists, science communicators), the target group(s) for
science communication, digital media environment/platforms, scientific issues and
disciplines, and applied theoretical and methodological approaches. Furthermore, we
have selected different article types, including research papers and practice insights.
Because we aim to maintain a diverse perspective as an international journal, we selected
abstracts from Africa, Asia, Europe, North America, and South America for full-paper
submission.


For the double-blind review process, we ensured that at least two referees gave feedback per
manuscript. In selecting referees, we aimed for and achieved diversity regarding gender and
cultural backgrounds.





3  Summary of papers

Subsequently, nine publications are part of the special issue focusing on four different perspectives
of the topic: science communicators and their strategies, media content and online discourses,
users’ perceptions, and media effects.





3.1  Science communicators and their strategies

Yang et al. [2024] studied three identity strategies attributed to achieving audience trust in three
types of science communicators (scientists, citizens, and institutions). The authors applied a
quantitative content analysis of answers provided to questions regarding climate change or
astrophysics on the Chinese knowledge-sharing online platform Zhihu. Results revealed that
communicators vary how they use different identity strategies and that responses receive different
numbers of likes (interpreted as trust effects by the authors) depending on the communicators as
well as the science topic.


In the only practice insight in this special issue, Trollip et al. [2024] reported on community-driven
misinformation on a national HIV survey (e.g., it falsely accused data collectors of criminal
activity) and how translation and multimedia formats, such as video and audio, was used to
enhance science communication efforts and (re)build trust in communities. The research team’s
response included multilingual, multimodal digital communication and community engagement.
This insight demonstrates the effectiveness of a blended approach in restoring trust and
dispelling misinformation in a country with a diverse social and linguistic setting: South
Africa.





3.2  Media content and online discourses

Using (automated) content analysis, Lima et al. [2024] examined the Brazilian climate change
discourse on Instagram, Facebook, and Twitter (2014–2022). Their findings on the dynamics of
the discourse, scientific authority, and eco-emotions showed no significant increase
in challenges to scientific authority or skepticism. However, they did reveal a subtle
shift toward using uncertainty as a rhetorical tool to undermine trust in the scientific
discourse.


Guenther et al. [2024] ran a linkage study that combined data from a German two-wave panel
survey with a quantitative content analysis of (digital) media. They examined the effects of
exposure to trust cues identified for various types of media on respondents’ trust in science. For
the total sample, exposure to trust cues has only limited effects, but varying effects emerged when
analyzing groups of people with varying degrees of trust in science. While trust cue exposure in
public TV and science blogs only increased previously moderately trusting individuals’ trust in
science, the use of populist media only decreased trust indicated by people who were already
untrusting of science.





3.3  The users’ perceptions

Zimmermann et al. [2024] argue that in a time of crisis and in digital contexts, people’s trust in
science drives their media choices. Their findings from a cross-sectional survey in Germany
emphasized that respondents who perceived scientists as trustworthy expected science
to provide accurate knowledge and guide reasonable decision-making. Positive trust
expectations then, in turn, also positively predicted the use of journalistic media as well as
scientific online sources for scientific information. In contrast, respondents with low or no
trust in science tended to use the messaging app Telegram or ‘alternative’ online media
outlets.


The paper by Schäfer et al. [2024] took new developments in (generative) artificial intelligence
(GenAI) into account. More specifically, the authors asked whether people trust GenAI as a source
for science communication. Using survey data from the German Science Barometer in 2023, the
authors reported that Germans are rather skeptical about GenAI and also do not strongly trust the
technology to perform science communication. General trust in science predicts trust in
GenAI.


Utilizing a cross-sectional survey in Germany, Schug et al. [2024] examined differences in
respondents’ perceived trustworthiness and the authenticity of scientists, depending on their
particular research field. They also included the role of science-related media use. Scientists who
study controversial scientific issues such as COVID-19 or climate change were perceived as
significantly less trustworthy and authentic than scientists in general and those working in
non-controversial fields. While traditional science-news media use was positively related to the
perceived integrity and benevolence of scientists, digital science-media consumption was not
connected to how trustworthy scientists were perceived, but it was related to more negative
perceptions of scientists’ authenticity.


The paper by Essary [2024] is based on focus group discussions with college students in the
United States of America (U.S.). The paper discusses how the students evaluated science
information during the COVID-19 pandemic and whether and how they have perceived potential
changes in their trust in science. Results showed that the interviewed young adults were informed
about and trusted in scientific methods, principals, and institutions. They reported to be aware
and cautious of online misinformation about science, but felt they had become more
skeptical of science due to the pandemic. Trust in science was revealed to be highly
politicized.





3.4  Media effects

By applying an online experiment in Germany, Egelhofer et al. [2024] showed that exposure to
comments harassing a scientist on social media had a negative effect on respondents’ perceived
trustworthiness of that specific scientist. This effect was stronger for male respondents and those
inheriting science populist attitudes. No effect was detected regarding general trust in scientists.
However, if a female scientist was attacked, it had a positive effect on general trust in
scientists.





4  What can we learn from the collection of papers?

Taken together, the findings of this special issue’s papers provide answers to four overarching
questions regarding public (dis)trust in science in digital media environments:





4.1  How much do people (dis)trust science, and how does (dis)trust in science develop?

The special issue includes five survey studies in the German context that found rather high levels
of public trust in science or scientists [Egelhofer et al., 2024; Guenther et al., 2024; Schäfer et al.,
2024; Schug et al., 2024; Zimmermann et al., 2024]. These trust assessments seem relatively stable;
nevertheless, there are group- [Guenther et al., 2024] and issue-specific variations [Schäfer et al.,
2024; Schug et al., 2024].


Based on the issue variations, it may not be surprising that, according to self-reports of young
adults in the U.S., Essary [2024] found hints of an increased skepticism due to the COVID-19
pandemic despite generally positive views of science and scientific processes. Furthermore,
aspects of generation and political ideology seem relevant. After analyzing the sentiments and
narratives of the climate change online discourse in Brazil over time, Lima et al. [2024] concluded
that President Bolsonaro’s administration did not seem to have a significant effect on
public trust in science, as no increase in denial and skepticism was found, rather a subtle
increase in uncertainty narratives. Hence, the level of public (dis)trust in science and its
development over time can vary by culture, scientific issue, and different groups within the
public.





4.2  How is public (dis)trust in science connected to other variables?

In the publications in this special issue, trust in science was tested for connections with a
variety of selected variables. For instance, science-related populist attitudes seem to
negatively predict the perceived trustworthiness of scientists who are harassed online
[Egelhofer et al., 2024; see also Mede et al., 2021], whereas attitudes regarding the benefits of
science and self-perceived knowledge seem to be positive predictors of trust in science
[Schäfer et al., 2024]. Furthermore, a scientists’ perceived authenticity was found to
be correlated with their perceived trustworthiness [Schug et al., 2024]. In sum, when
studying public (dis)trust in science, connections to a great variety of other variables and
related constructs can and need to be explored. This special issue can only provide a few
insights.





4.3  Which role does (digital) media play regarding public (dis)trust in science?

Digital media environments can create opportunities but also risks for public trust in science; this
is clearly evident in the empirical results of the papers in this special issue. The practice insight by
Trollip et al. [2024] shows that, on the one hand, online misinformation can be harmful
to the success of a scientific study — an effect that some people may not perceive or
want to reveal in self-reports but only attribute to others [see Essary, 2024]. On the
other hand, public trust in science can be restored by commitment to multimodal and
multilingual science communication initiatives [Trollip et al., 2024]. While the use of traditional
science-related media is positively associated with scientists’ perceived trustworthiness,
Schug et al. [2024] found no relationship with online media use, which may be explained
by the diversity of content and opinions found online. Regarding climate change, for
example, the visibility of skepticism and denial is potentially higher [Lima et al., 2024; see
also Walter et al., 2018]; thus, a differentiation in platforms and content may reveal
interesting results. Egelhofer et al. [2024] elaborate on the negative effects of exposure to
online comments harassing a scientist on their perceived trustworthiness but not on
respondents’ general trust in scientists. While journalistic media such as public TV content
can positively predict respondents’ trust in science [Guenther et al., 2024], and higher
trust in scientists is connected with more frequent use of established journalistic and
scientific online sources [Zimmermann et al., 2024], negative links were shown in the use of
alternative, populist online media outlets. This effect is emphasized when specific groups of
respondents are investigated [Guenther et al., 2024]. Hence, (digital) media does play a role
in public (dis)trust in science, but it can vary by specific platform, content, and user
groups.





4.4  Which communication strategies are related to (dis)trust in science?

Since the results of the special issue’s papers highlight that online harassment [Egelhofer et al.,
2024], misinformation [Trollip et al., 2024], and populist media content [Guenther et al., 2024;
Zimmermann et al., 2024] are negatively related to public trust in science, (science communication)
researchers and practitioners need to be aware of possible backlash and be ready to react with
counter-communication (initiatives) [Trollip et al., 2024]. Yang et al. [2024] suggest that
communicating scientists should not only focus on revealing their expertise; referencing to their
moral qualities and similarities to the general public when providing expert advice might be more
effective. Hence, while strategic science communication gains importance, different strategies
involving diverse digital platforms should be considered when studying public (dis)trust in
science.





5  What needs to be considered in future research?

Based on the four overarching questions and their answers, five aspects seem particularly
important to be considered in future research:





5.1  Different cultural contexts

Although this special issue aimed for a high level of diversity in the authors’ and research studies’
cultural backgrounds, in the end, we could not exploit the full potential. However, each paper
strongly emphasized reflecting on the particular cultural specifications. We strongly
encourage future research on the issue of public (dis)trust in science in digital media
environments and science communication research more generally to keep cultural
aspects in mind and to interpret results accordingly. For example, the U.S. seems to be a
country where trust in science is a highly politicized topic [Essary, 2024; for trust in the
government and scientific experts in different cultural settings during the COVID-19
pandemic see also Buturoiu et al., 2022; Weingart et al., 2022; Yokoyama & Ikkatai, 2022].
For the adoption of cultural differences into communication strategies, the practical
insight by Trollip et al. [2024] for the culturally diverse country of South Africa is a prime
example.





5.2  Different scientific issues and disciplines

While Guenther et al. [2024] introduced a regression model for general trust in science, other
papers cover a range of different scientific issues. This special issue touched on (dis)trust in science
in times of crisis, more specifically the COVID-19 pandemic [Essary, 2024] as well as potential
future pandemics [Zimmermann et al., 2024] and climate change [Lima et al., 2024; Schug et al.,
2024; Yang et al., 2024]. Schug et al. [2024] even considered both issues as examples of
controversial science issues compared to the uncontroversial disciplines of astrophysics [see also
Reif et al., 2020] and history. Similarly, Yang et al. [2024] differentiate between the issue of climate
change as controversial and astronomy as hard science. Furthermore, Trollip et al. [2024] focused
on the HIV health crisis, while Schäfer et al. [2024] studied trust in GenAI. In general,
the summarized results reveal issue-specific differences, suggesting that models and
communication strategies need to be adopted for specific science topics and disciplines
[see Yang et al., 2024]. Thus, we encourage future empirical research to consider and
reflect on public (dis)trust in science in the context of different scientific issues and
disciplines.





5.3  Diverse involved actors and groups

The papers and their results also highlight the importance of considering a diversity of actors
involved in public (dis)trust in science. Not only did the authors of this special issue study
different science communicators regarding gender differences [Egelhofer et al., 2024] and their
communication strategies [Yang et al., 2024], but also diverse target groups of science
communication and active citizens. For example, (dis)trust in science may vary across generations
[Essary, 2024]. Cultural, linguistic, and socioeconomic differences [Trollip et al., 2024], as well as
trust differences [Guenther et al., 2024] across population groups, may require tailored
communication strategies. Here, different online platforms should be considered, as they are
potential intermediaries of trust in science [Guenther et al., 2024; see also Reif & Guenther, 2021;
Schäfer, 2016]. Therefore, we encourage future research to embrace and further explore the
involvement of diverse actors and target groups when studying public (dis)trust in
science.





5.4  Theoretical reflection and enhancement

Most of the papers conceptualized trust or trustworthiness as positive perceptions and
expectations toward science, scientists, or scientific organizations [Egelhofer et al., 2024; Essary,
2024; Guenther et al., 2024; Schäfer et al., 2024; Schug et al., 2024; Zimmermann et al., 2024], with
a focus on an epistemic understanding of public (dis)trust in science [see also Hendriks et al., 2015;
Sperber et al., 2010]. Zimmermann et al. [2024] also considered guidance trust expectations based
on which behavioral trust may be placed [see also Besley & Tiffany, 2023; Mayer et al.,
1995]. Furthermore, Guenther et al. [2024] introduced the idea of trust cues identified in
media content, and Yang et al. [2024] understood identity strategies as expressions of
communication strategies to foster trust in science communicators. Thus, we encourage future
research to reflect on different theoretical approaches to public (dis)trust in science, embed
studies accordingly, and advance theoretical enhancement [see also Fage-Butler et al.,
2022].





5.5  Innovation and diversification of trust methods

Finally, this special issue highlights the popularity of survey methods within the field, however,
with varying designs [cross-sectional: Schäfer et al., 2024; Schug et al., 2024; Zimmermann et al.,
2024; panel: Guenther et al., 2024; experimental: Egelhofer et al., 2024]. While one paper analyzed
qualitative focus group discussions [Essary, 2024], three other studies elaborated on
trust-related aspects in media content [Guenther et al., 2024] and online discourses
[Lima et al., 2024; Yang et al., 2024]. We would like to encourage future research to
contribute to the innovation and diversification of the methodological base of the field,
for example, through triangulations or mixed-methods studies [see Guenther et al.,
2024].
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