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Abstract

A potential decline in public trust in science has often been linked to digital media
environments, which serve as intermediaries of trust by providing cues for why (not) to trust
science. This study examines whether exposure to trust cues in content affects public trust in
science (across population groups). The study employs a mixed-method design, combining
content analysis (n = 906) and panel survey data (n = 1,030) in Germany. The findings reveal
that exposure to trust cues in certain media predicts public trust in science. Variations
across trust groups indicate a nuanced nature of trust-assessing processes in digital media
environments.
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1 Introduction

Climate change and COVID-19 are prominent examples of how modern societies are
characterized by increasing complexity and multiple crises. In such contexts, there is a
heightened need for scientific information. Public trust in science is among the most
important variables for the public to reduce complexity and engage with this type of
information [e.g., Plohl & Musil, 2021; Saffran et al., 2020; Wintterlin et al., 2022]; at the same
time, a supposed decline of public trust in science and its implications have recently been
discussed [e.g., Neuberger, 2014; Reif & Guenther, 2021; Weingart & Guenther, 2016; for
institutional trust: Verboord, 2023]. These researchers name digital media environments,
along with their diversity regarding actors, topics, and content, as a potential reason for this
decline.1 In many countries, including Germany, large parts of the population that
traditionally used journalistic media for information about science now obtain this
information online [e.g., European Commission, 2021; Guenther et al., 2022; National Science
Board, 2018] — while this includes journalistic online media, the relevance of non-journalistic
social and fringe/populist sources cannot be underestimated [e.g., Wissenschaft im Dialog,
2023]. In digital media environments, journalistic and non-journalistic actors with various
(sometimes vested) interests access digital public spheres and can, therefore, publicly
discuss scientific issues [e.g., Huber et al., 2019; Taddicken & Krämer, 2021; Weingart, 2017].

When audiences use various (digital)2 sources to inform themselves about science, these
media act as intermediaries of trust in science. Information mediated by (digital) media
affects the development of public trust in specific systems, organizations, and individuals
[Bentele, 1994; see also Verboord, 2023]. That is why (digital) media are not only objects of
trust themselves, but they provide cues for trust in objects such as science via content
indicators [e.g., see also Kohring, 2016; Reif, 2021; Schäfer, 2016] that provide reasons why
(or why not) to trust science and presented scientific information. In this paper, we call these
indicators trust cues. While they have already been identified in content about science [see
Schröder et al., 2023] and their importance has been shown in audience studies [e.g., studies
on how cues in media content affect audiences’ trust in science; Reif et al., 2020; Rosman
et al., 2022], research on public trust in science has focused less on intermediaries and has
yet to examine if and how the frequency of trust cues in content affects public trust in
science. Answering this question can provide insights into what sources of information
potentially affect public trust in science (positively or negatively) via their use of trust cues.
Studies to date have either focused on the effects of the frequency of media use on public
trust in science [e.g., Huber et al., 2019; Wintterlin et al., 2022], often pointing to small or no
effects, or to effects of very specific contents [e.g., Hendriks et al., 2020]. We argue that there
are two main reasons why science-related information use has not emerged as a (significant
or strong) predictor of trust in science: firstly, researchers did not establish the connection to
specific content, and secondly aggregated analyses were performed for overall samples.

Audience segmentation prevents analyzing overall samples; they can acknowledge the
diversity of audiences [e.g., Guenther & Weingart, 2018; Klinger et al., 2022; Schäfer et al.,
2018] and group-specific (changes in) trust in science [Reif et al., 2023]. Thus, in the present
study, we propose to combine two novel approaches — trust cues in content and audience
segmentation in a panel survey — to not only examine if exposure to trust cues in media

1. Although negative connections are often emphasized, the diversity of actors, topics, and contents in digital
media environments does also have positive implications.

2. We use parentheses here and in the following to indicate that we mean both digital and non-digital media.
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content about science affects public trust in science but also to assess if this varies across
population groups. In contrast to previous research, we will put intermediaries of trust in
science in the limelight.

2 Public trust in science, trust cues, and audience groups

2.1 Defining public trust in science

Although this varies across definitions and research traditions (e.g., in sociology, psychology,
and communication research), trust is often described as a mechanism to reduce complexity;
trust comes into play in situations characterized by (uncertainty and) risk [e.g., Giddens,
1990; Luhmann, 2014]. In addition, public trust in science is an important variable when
engaging with scientific information. It plays a crucial role in the relationship between
science and its publics [for an overview: Reif & Guenther, 2021]. Seen as a relational variable,
trust in science requires at least one subject of trust (i.e., who trusts), which, in this paper, are
publics (and public audiences, respectively), and one object of trust (i.e., who is trusted),
which is science [see also Giddens, 1990; Luhmann, 2014; Mayer et al., 1995]. More
specifically, and with a focus on trust in science, the concept of epistemic trust seems
appropriate. This refers to science as a producer of valid knowledge and thus includes
aspects of the validity of scientific knowledge and the assessment of science as a secure
source of information [e.g., Origgi, 2012; Sperber et al., 2010; see also Wintterlin et al., 2022].
This concept does include the risk of not being informed correctly.

Furthermore, based on established definitions, we define trust in science as a multilevel [e.g.,
Giddens, 1990; Grünberg, 2014; Luhmann, 2014; Schäfer, 2016] and multidimensional
construct [e.g., Bentele, 1994; Besley et al., 2021; Fiske & Dupree, 2014; Hendriks et al., 2015,
2016; Mayer et al., 1995; Reif & Guenther, 2021]. Multilevel means that there is a distinction
between science as a system (i.e., macro-level), scientific organizations (i.e., meso-level; e.g.,
universities or research departments of companies), and scientists [i.e., micro-level; see also
Mayer et al., 1995]. Trust assessments may differ in terms of whether science is considered a
system or refers to its organizations or scientists. Multidimensional means that when
referring to epistemic trust in science, we refer to several established dimensions underlying
this construct; some describe them as reasons to trust science. In detail, that is expertise,
integrity, benevolence, transparency, and dialogue orientation [Hendriks et al., 2015, 2016;
Reif & Guenther, 2021; see also Besley et al., 2021; Resnick et al., 2015; Wintterlin et al.,
2022]. According to Reif et al. [2023], expertise can be defined as science’s capacity to
recognize, evaluate, and solve problems by applying specialized knowledge acquired through
education, experience, and qualifications in the respective research domain. Integrity
indicates sciences’ objectivity, validity, and reliability, achieved through adherence to
scientific standards and processes. This includes highlighting science’s methodological
approach, focusing on quality control, and emphasizing its independence from external
influences. Benevolence means that science has the ultimate goal of improving people’s
lives and promoting the advancement of societal welfare. This definition includes referring to
the social responsibility of science and the representation of scientific research as adhering
to ethical norms and moral values. Transparency means that scientific research and
knowledge are accessible to public audiences and comprehensible to all. Lastly, dialogue
orientation refers to how science actively engages with and encourages interaction with the
public through activities such as public lectures or citizen science projects.
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With these definitory steps in mind, we will examine if exposure to trust cues in media
content about science affects public trust in science (across population groups).

2.2 Trust cues in content about science

Deriving from the role of (digital) media as intermediaries of scientific information, we rely
on Bentele’s [1994] theory of public trust, which considers that intermediaries are a
significant factor in trust relationships. Following this theoretical approach, the formation of
trust in any object of trust, such as science, is strongly influenced by information presented
by the media; this includes the media’s representation of facts and events. That is why we
have developed the concept of trust cues and defined them as indicators and the specific
language characteristics/linguistic markers in content about science [see also Bentele, 1994;
Kohring, 2016; Reif, 2021; Schäfer, 2016], which may give hints for how much to trust science
and scientific information, respectively. Trust cues can be assigned to different levels
represented (science as a system, scientific organizations, or scientists) and, because of
their focus on reasons why to trust science, to different dimensions, thus forming expertise,
integrity, benevolence, transparency, and dialogue cues. So far, few studies have focused on
such cues [see Welzenbach-Vogel et al., 2021] or provided insights that can be interpreted as
trust cues. Indeed, trust cues have been found for all established trust dimensions. For
instance, expertise cues could link to information about the organizational background of
presented research(ers) or publications [e.g., Hijmans et al., 2003], while integrity cues could
refer to funding sources, relevant methodological criteria, as well as scientific uncertainties
[e.g., Cook et al., 2007; Guenther et al., 2019].

Based on the theory of public trust [Bentele, 1994] and a lack of research on this issue,
Schröder et al. [2023] focused on identifying trust cues provided by intermediaries of public
trust in science. They used qualitative content analysis on a comprehensive and
representative sample of 158 media pieces (drawn from journalistic, non-journalistic online,
social, and right-wing populist media). With a working definition in mind of what expertise,
integrity, benevolence, transparency, and dialogue orientation mean (see above), two coders
used a mainly inductive approach to openly collect all trust-relevant criteria mentioned in
these pieces, along with the respective levels (macro, meso, or micro3). Multiple dimensions
were counted within a single source. A list of n = 1,329 cues was then condensed in several
iterative steps and linked to the established dimensions of trust [for more information, see
Schröder et al., 2023]. In that way, 35 trust cues were identified and summarized, and the
dimensions of trust were specified further: For expertise, trust cues pertain to academic
education (e.g., where scientists studied, obtained their PhD), professional experience (e.g.,
how long scientists have been working in a field), and qualification (e.g., degrees, positions,
criteria indicating reputation such as prizes). For integrity, the cues focus on independence
(e.g., from clients, funders), scientific quality assurance (e.g., peer review, uncertainty), and
scientific standards and processes (e.g., collaborations, publications, descriptions of the
research (process)). Benevolence cues address ethical norms (e.g., misconduct), social
responsibility (e.g., predictions and assessments of current affairs), and societal benefits (e.g.,
breakthroughs, discoveries, applicability). Lastly, for transparency, trust cues refer to the
accessibility of results (e.g., making them publicly available) and comprehensible language,
while for dialogue orientation, trust cues refer to the participation at public events, media

3. Hence, science as a system (macro-level), scientific organizations (i.e., meso-level), and scientists
(micro-level) — as outlined before.
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presence (e.g., interviews, talk shows, or presence on social media), and public engagement
in research.

The identified trust cues also varied across (digital) media sources [Schröder & Guenther,
2024]. This variation seems crucial because digital media environments include many
voices, actors, and contents representing various interests — some journalistic, some not,
and not all communicators count as experts [see also Taddicken & Krämer, 2021; Weingart &
Guenther, 2016]. Thus, the kind of (digital) media used likely affects public trust in science.
For instance, “although not all content in alternative counter-news is fake news, these outlets
do attract a specific [. . . ] audience” [Frischlich et al., 2023, p. 80], and their representations
of science may affect trust in science.

However, studies so far have not tested if exposure to trust cues affects public trust in
science; instead, studies have investigated the connection between the frequency of
(science-related) media use and trust in science. The findings in this area are mixed.
Wintterlin et al. [2022] did not detect a relationship between media use and trust in science.
At the same time, there is some indication that social media use can positively predict trust
in science [Huber et al., 2019]. For online sources more broadly, Takahashi and Tandoc
[2015] present evidence of a negative connection. Trust in science also shows a negative
connection to social media use in Schäfer et al. [2022] [for similar findings related to
institutional trust, see Reinemann et al., 2022]. The mixed evidence reminds scholars of
research in political communication, where various distinctive and yet incompatible
hypotheses about the relationship between media use and trust exist [e.g., media use either
positively (“virtuous circle” hypothesis) or negatively (“media malaise” hypothesis) predicts
political trust; Verboord, 2023].

Consequently, we see at least two obstacles to research to date; the first is that media use,
instead of exposure to trust cues, has been tested, and the second is that the evidence of an
effect of media use is mixed at best. This supports ongoing research, which is why our first
research question (RQ1) is: To what extent does exposure to trust cues in (digital) content
about science affect trust in science?

2.3 Audience groups of public trust in science

Deriving from the fact that segmentation analyses have developed into a popular and useful
approach in science communication research [e.g., Guenther & Weingart, 2018; Klinger et al.,
2022; Schäfer et al., 2018], for instance, to arrive at more targeted communication, Reif et al.
[2024] have proposed to use this technique in identifying so-called trust groups.4 In such a
setting, variables referencing public trust in science are used to identify groups within a
population.

Reif et al. [2024] used measures relating to the five dimensions of trust introduced earlier
(i.e., expertise, integrity, benevolence, transparency, and dialogue orientation), each with
three items formulated as reasons to trust in scientists (i.e., “Scientists can be trusted
because they. . . ”). These items were presented in a randomized order with five response
options (from “strongly disagree” to “strongly agree”). Later, Reif et al. [2024] computed
mean indices of these five dimensions and performed a Latent Profile Analysis (using

4. We refer to groups instead of segments to account for the fact that we used a segmentation approach with a
limited number of very specific items (i.e., only related to dimensions of trust in science).
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package tidyLPA in RStudio) to identify groups of trust in science. Following both scree plots
and fit indices, they identified five distinct groups and validated this finding with an
additional discriminant analysis (96% correctly classified cases).

Hence, the trust groups considered here [see Reif et al., 2024] are, in descending order
regarding their trust in science: “Fully trusting,” who show complete trust in science and only
slightly more agreement to science’s expertise than integrity and benevolence. “Highly
trusting” and “Moderately trusting” give special importance to science’s expertise, though
the score for “Moderately trusting” was slightly below the mean value. “Rather untrusting” are
not trusting as much (and, e.g., only moderately in science’s expertise), and a fifth group is
“Untrusting” towards science.

Noteworthy, these groups also showed variance concerning the frequency in which they used
media sources to inform themselves about science. “Fully trusting” used all sources the most
frequently, especially public television (TV), but social media less often. “Highly trusting” and
“Moderately trusting” also often used public TV. “Rather untrusting” used the sources less
frequently, and “Untrusting” were, in comparison, more frequent users of populist media.

This reminds, to some degree, of studies focusing on media repertoires, with outcomes
ranging from minimalists who use media infrequently to omnivores who use them very
frequently [see Verboord, 2023]. In total, it seems likely that the way population groups use
different media sources, combined with the fact that these sources may differ with respect to
how they represent trust cues, affects trust in science. From this perspective, this can
potentially explain why some groups may not experience changes in their trust in science
while others may experience increases or decreases regarding their trust in science.
However, research on this needs to be expanded upon. Consequently, RQ2 reads: To what
extent does exposure to trust cues in (digital) content about science affect trust in science
across trust groups?

3 Methods

Answering the RQs requires a mixed-method design. This linkage study combines content
analysis with panel survey data in two waves. Our focus is on Germany — the biggest
economy in Europe, with a tradition of public surveys on perceptions of science and
technology, which show variations with respect to trust in science [e.g., Wissenschaft im
Dialog, 2023].

3.1 Content analysis to identify trust cues in content about science

For the whole year between the two waves of the panel survey (March 2022–March 2023), in
seven constructed weeks, we collected data of the most important sources that public
audiences in Germany use to inform themselves about science [e.g., European Commission,
2021; Wissenschaft im Dialog, 2023].5 The sources include relevant journalistic media,
incorporating TV newscasts and special science TV programs, print and online newspapers,
weekly news magazines/newspapers, and special science magazines. We also included

5. Most important, in this case, means that user frequencies guided our selection of media sources. For each media
source, we identified, compared, and selected media with a large user reach. This search was based on the
questionnaire items.
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right-wing populist, non-mainstream media sources. For broader inclusion of digital contexts,
we chose popular science blogs and online news aggregators as further (in many cases
non-journalistic) online media. Lastly, we selected several popular social media and
non-journalistic accounts (see Table 1 for all media sources). For data collection, we relied on
various databases and approaches and, where possible, used established search strings
[Guenther et al., 2019; for more details, see also Schröder et al., 2023].

In total, n = 10,244 pieces of information were collected and then manually checked for
relevance (n = 1,812); relevance was determined by two requirements: the presence of both a
scientific object of trust and a trust cue. For the present study, we used data from a
quantitative content analysis applied for half of the relevant pieces identified (random
selection; n = 906). Based on the qualitative study [Schröder et al., 2023], a standardized
codebook, which included the 35 trust cues mentioned earlier, was developed [see also
Schröder & Guenther, 2024]. Four coders were trained and conducted the coding after their
reliability was tested successfully (ranges are α = .74–.99; CR = .85–1). This paper will use the
average number of trust cues per media sources, as shown in Table 1. The table shows that
the highest number of trust cues was found in science magazines and the lowest across
social media. In the 906 pieces, 5,932 trust cues were coded — which sets the average of
6.55 trust cues per media source for the whole sample.

3.2 Panel survey in two waves

For the panel data, we made use of YouGov’s online access panel, representative for
Germans over the age of 18, at t1, achieved via quota plans [t1: March/April 2022, n = 4,824;
t2: March/April 2023, n = 1,030; for more information, see Reif et al., 2023, 2024].6 The
survey at t1 was our baseline measurement of trust in science; the survey at t2 was our
follow-up one year after data collection to measure changes regarding trust in science. The
questionnaires were fairly similar between t1 and t2.

The surveys contained the five dimensions of trust (expertise, integrity, benevolence,
transparency, and dialogue orientation), each presented by three items measuring reasons to
trust scientists [see also Reif et al., 2023]. As mentioned before, these items were used to
identify groups of trust in science. In the following, we base our study on the 1,030
individuals who participated in both waves. The five groups, for t1, reached the following
frequencies: “Fully trusting” (n = 163; 16%), “Highly trusting” (n = 230; 22%), “Moderately
trusting” (n = 250; 24%), “Rather untrusting” (n = 207; 20%), and “Untrusting” (n = 180; 18%).

Central further variables for this paper are additional four direct trust in science
measurements, which — for both t1 (M = 3.16; SD = 1.02; α = .92) and t2 (M = 3.10; SD = .96;
α = .92)7 — were used to create an index8 based on the items capturing trust in science

6. The quota plans considered gender, age (starting from 18), and federal state, to ensure representativeness of the
sample regarding German census data. For t2, respondents from t1 were invited, along with a re-quotation, but
this nevertheless resulted in a slightly skewed sample with more older and well-educated respondents [see Reif
et al., 2023].

7. Our additional trust in science variables are multilevel but not multidimensional, as variables with a reference to
the dimensions were used to identify trust groups. Noteworthy is that the small decrease in public trust in
science between t1 and t2 differed across the five groups, indicating a trend towards the middle of the scale [see
Reif et al., 2024].

8. A sum index, normalized by the scale points (i.e., divided by 5). The specific wording of the question was “How
much do you trust in. . . ”.
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Table 1. Average number of trust cues and media use per media source.

Media sources Trust cues in content Panel survey
in two wavesa

nsource
(906)

Trust
cuesource
(5.932)

Average
number of trust
cues per media

source

M SD

Genuine journalistic media sources

Public TV (ARD Tagesschau, ZDF heute, Quarks,
Gut zu wissen)

12 66 5.50 2.95 1.21

Private TV (RTL Aktuell, Sat.1 Nachrichten) 4 12 3.00 2.38 1.08

Printed Newspapers (Frankfurter Allgemeine
Zeitung, Süddeutsche Zeitung, Spiegel, Zeit)

225 1.461 6.49 2.52 1.15

Online Newspapers (FAZ.net, SZ.de, spiegel.de,
zeit.de)

324 2.351 7.26 2.44 1.16

Tabloid newspapers (Bild, bild.de) 52 247 4.75 1.67 .91

Science magazines (Geo, P.M. Magazin,
Spektrum der Wissenschaft)

47 496 10.55 2.36 1.10

Right-wing populist, non-mainstream media
sources

Populist media (Epoch Times, Junge Freiheit,
Compact)

36 266 7.38 1.82 1.03

Further online media

News aggregators (t-online.de, web.de) 124 833 6.71 2.39 1.07

Science blogs (scienceblogs.de, scilogs.de) 15 61 4.07 1.93 .97

Social media

Facebook (Wissenschaft aktuell, Harald Lesch
Ultras, Fortschritt in der Wissenschaft)

32 68 2.13 1.92 1.07

X (c_drosten, dfg_public, BMBF_bund,
helmholtz_de)

26 50 1.92 1.44 .80

Instagram (@doktorwissenschaft,
@universumsfakten, @don.medicus,
@diewissenschaftlerin)

4 5 1.25 1.68 .98

YouTube (MaiLab, Breaking Lab) 5 16 3.20 2.40 1.12

Notes. a1 “never” to 5 “very often”.

(macro), scientists at universities and research institutes as well as scientists in private
companies/industry (2 items, meso), and scientists (micro), to represent all levels (scale from
1 “do not trust at all” to 5 “trust a great deal”). At both points in time, respondents were also
asked for their science information-specific media use — of which the 13 items/categories
represented in Table 1 corresponded between content analysis and panel survey (scale from 1
“never” to 5 “very often”). In the first step, we created mean variables between t1 and t2 to
mirror self-reported media use across the whole year of data collection (see Table 1). The
data supported that survey respondents most frequently encountered science via public TV
and least frequently through tabloid newspapers and microblogging services like X (formerly
Twitter).
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3.3 Linking content analysis and panel survey data

We created linkage variables to link the content analysis with the panel survey data [for an
overview, see De Vreese et al., 2017]. We refer to them as “trust cue exposure variables”
(TCE) and created one for each of the 13 media sources that corresponded between content
analysis and survey. As the following formula shows, these exposure variables (TCEsource) are
the multiplication of source-specific media use (usource [0;.5;1] as the average of media use
frequencies between t1 and t2, weighted by no (0, for M = 1.0), moderate (.5, for M = 1.1–3.0),
and high (1, for M = 3.6–5.0) use [see Wirz et al., 2018] and trust cues (as the average
number of trust cues per source (trust cuessource divided by nsource), divided by the average
number of trust cues across all sources (trust cuesall divided by nall), which is 6.55). Finally,
all values were z-standardized. Higher values of the TCE variables indicate an
overrepresented exposure to trust cues. The formula is as follows:

TCEsource = usource ∗
(

trust cuessource

nsource
/

trust cuesall

nall

)
Noteworthy, our linkage variable is one option out of many and uses proxies for both the
frequency of trust cues across media sources and for science information-specific media
use. For the statistical analysis, we determined the trust in science at t2 variable to be the
dependent variable. In hierarchical regression analyses, we tested the same indicator of
trust in science at t1,9 the 13 trust exposure variables, and sociodemographic information as
predictors in three models — for the whole sample (RQ1) and the groups that are based on
dimensions of trust (RQ2).

4 Results

The findings, with respect to RQ1 (effects of trust cue exposure on trust in science), revealed
that trust in science at t2 was significantly predicted by trust in science at t1 (see Table 2);
across all models (also concerning RQ2), this variable was always the strongest predictor.
This finding and the means reported show that trust in science was a stable construct for our
respondents and that their trust assessments did not change as much over the year between
the survey waves.

In addition, in Model 2, trust cue exposure on public TV was a positive but weak predictor of
trust in science at t2, while trust cue exposure in populist media was a negative and weak
predictor. This means that the more respondents were exposed to trust cues on public TV,
the higher their trust in science was at t2. At the same time, their trust in science at t2 was
higher the less they were exposed to trust cues in populist media.

Including trust cue exposure variables in Model 2 only slightly increased the explained
variance of the analysis, which underlines the stability of trust in science assessments over
time.

The effects of trust cue exposure on the whole sample were rather limited in total, but this
may not be the case for specific trust groups. This is the focus of RQ2 (effects of trust cue
exposure on trust in science per group); Table 3 presents the final models for all groups.

9. Theoretically, we assumed trust in science at t1 to be the strongest predictor of trust in science at t2. Hence, with
further variables such as the TCE variables, we tested whether they can provide additional explanations.
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Table 2. Predicting trust in science (t2) via linear regression models.

Predictors Model 1;
F(1) = 1,481.38;
p < .001

Model 2;
F(14) = 112.28;
p < .001

Model 3;
F(17) = 92.42;
p < .001

β p β p β p

Trust in science (t1) .788 <.001 .705 <.001 .706 <.001

Trust cue exposure on public TV .089 <.001 .095 .001

Trust cue exposure on private TV .037 .137 .037 .138

Trust cue exposure in printed newspapers -.006 .827 -.002 .947

Trust cue exposure in online newspapers .024 .374 .020 .468

Trust cue exposure in tabloid newspapers .004 .861 .003 .909

Trust cue exposure in populist media -.066 .009 -.062 .015

Trust cue exposure in news aggregators .009 .715 .012 .636

Trust cue exposure in science magazines .047 .082 .046 .091

Trust cue exposure in science blogs .010 .728 .007 .819

Trust cue exposure on social networking
sites like Facebook

-.014 .603 -.012 .651

Trust cue exposure on microblogging ser-
vices like X

.012 .657 .012 .667

Trust cue exposure on photo platforms like
Instagram

.017 .564 .009 .766

Trust cue exposure on video platforms like
YouTube

.006 .830 .003 .915

Gendera -.004 .858

Age -.029 .208

Education .005 .826

R2 (%) 62.1 63.3 63.3

Notes. Standardized regression coefficients; significant findings in bold; n= 904; a= 1 “male”, 2 “female”.

For “Fully trusting” only trust in science at t1 was a significant predictor of trust in science at
t2, probably again indicating stable and high trust, especially for those respondents with the
highest trust scores.

In the case of “Highly trusting”, despite trust in science at t1 being the strongest predictor
(i.e., the more they trusted science at t1, the higher their trust in science was at t2), trust in
science at t2 was also negatively influenced by trust cue exposure in science blogs. This
means that the less respondents were exposed to trust cues in science blogs, the higher
their reported trust in science was at t2.

Exposure to trust cues on public TV and in science magazines were positive predictors of
trust in science at t2 for “Moderately trusting”; besides trust in science at t1 being the
strongest predictor again. Hence, the higher the trust respondents reported at t1, the more
they were exposed to trust cues on public TV and in science magazines, the higher they
trusted science at t2. For “Moderately trusting”, one of the sociodemographic information
also had a significant effect: education. Hence, the more educated respondents were, the
higher their trust in science at t2.

For “Rather untrusting”, none of the TCE variables had an effect; however, trust in science at
t1 predicted trust in science at t2 positively.
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Table 3. Predicting trust in science (t2) via linear regression models across trust groups.

Predictors/Groups (Model 3) Fully trusting1 ;
F(17) = 5.50;
p < .001

Highly trusting2 ;
F(17) = 6.24;
p < .001

Moderately
trusting3 ;
F(17) = 6.91;
p < .001

Rather
un-trusting4 ;
F(17) = 6.55;
p < .001

Untrusting5 ;
F(17) = 4.46;
p < .001

β p β p β p β p β p

Trust in science (t1) .538 <.001 .518 <.001 .398 <.001 .555 <.001 .459 <.001

Trust cue exposure on public TV -.038 .669 .077 .249 .125 .042 .095 .220 .131 .182
Trust cue exposure on private TV .120 .171 .011 .876 .082 .215 .016 .823 .074 .453
Trust cue exposure in printed newspapers -.123 .183 .010 .892 -.014 .822 .091 .237 .038 .674
Trust cue exposure in online newspapers .146 .147 -.007 .930 .057 .443 -.057 .476 -.049 .674
Trust cue exposure in tabloid newspapers -.060 .538 -.063 .402 .046 .476 -.022 .765 -.105 .230
Trust cue exposure in populist media -.042 .669 -.004 .963 -.077 .264 -.096 .233 -.185 .048
Trust cue exposure in news aggregators .010 .913 -.003 .966 -.025 .718 .005 .940 .086 .359
Trust cue exposure in science magazines .164 .133 .027 .726 .188 .014 .058 .467 .040 .676
Trust cue exposure in science blogs .008 .946 -.212 .016 -.095 .236 .150 .053 .132 .235
Trust cue exposure on social networking sites like
Facebook

-.053 .638 -.030 .735 -.053 .485 -.045 .540 .155 .121

Trust cue exposure on microblogging services like X -.010 .925 .110 .199 .090 .217 .033 .664 -.129 .176
Trust cue exposure on photo platforms like Instagram -.083 .499 -.024 .791 -.017 .843 .040 .596 .093 .375
Trust cue exposure on video platforms like YouTube .022 .837 .082 .323 .046 .535 -.025 .754 .031 .763

Gendera .125 .094 .003 .964 -.084 .150 -.060 .356 -.074 .333
Age -.009 .908 -.066 .351 -.010 .887 .001 .990 -.127 .106
Education -.133 .067 .094 .132 .148 .019 -.064 .366 -.021 .796

R2(%) 35.3 30.2 30.8 34.4 28.4

Notes. Standardized regression coefficients; significant findings in bold; 1n = 141; 2n = 207; 3n = 226; 4n = 181;
5n = 149; a = 1 “male”, 2 “female”.

Lastly, for “Untrusting,” trust in science at t2 was negatively predicted by trust cue exposure
in populist media and positively predicted by trust in science at t1. This means that the
higher the trust respondents stated at t1, the higher their trust in science was at t2. In
addition, the less they were exposed to trust cues in populist media, the higher their trust in
science was at t2.

5 Discussion

Certainly, the need for scientific information is a crucial characteristic of modern societies.
We have defined public trust in science as a central variable in any relationship between
science and its publics [e.g., Reif et al., 2024; Wintterlin et al., 2022]. Derived from the
supposed decline of public trust in science and its assumed connection to digital media
environments, we explored the role of intermediaries on public trust in science. More
specifically, in a linkage study, we combined the content and audience perspectives when
examining if exposure to trust cues in (digital) media content about science affects public
trust in science and whether this varies across population groups.

We emphasized that answering this question would provide insights into what sources of
information potentially affect public trust in science (positively or negatively) via their
representation of trust cues. The findings indicate that trust in science seems to be a
relatively stable construct within the present study’s sample — at least in the year between
the two data collection points. Thus, they seem to reflect the asymmetry in trust formation
described by Slovic [1993]. According to this, it takes a long time to build trust, for instance,
through several confirmations that this trust is well given or through positive events, but only
a moment to break it, for instance through negative events, which often receive higher
(media) visibility and have more impact (“Trust is fragile”; p. 677). Hence, maybe in the year
between data collection, no major event supported building more trust in science or eroding
the already existing trust. At the same time, at t1, COVID-19 and potential negative events
associated with it may have been more present when respondents made their judgments.

Article JCOM 23(09)(2024)A06 10



Findings, however, also point to a nuanced nature of trust-assessing processes in
(fragmented) digital media environments. For the whole sample (RQ1), trust cue exposure on
public TV was a weak positive predictor of trust in science — which, overall, may be explained
by the fact that the content analysis revealed that they have a moderate frequency of using
trust cues in their content; at the same time, the panel survey revealed that they are the
source where most German audiences are exposed to scientific information. Reports on
public TV are often longer, and there are specific science TV programs offered by German
public TV channels [see Ruhrmann et al., 2015]. Naturally, there may be specific audience
characteristics to consider here: not everyone watches public TV and specialized programs.
It could be that only people with a special interest in science watch these programs and
probably pay close attention to the content. At the same time, only specific audiences would
likely pay attention to content in populist media [see also Frischlich et al., 2023], which
showed a weak but negative effect on trust in science at t2. The content analysis showed that
they, indeed, also use trust cues [although differently, see Schröder & Guenther, 2024], and
the panel survey showed that they are not used by many but still by some. We think that this
finding should motivate researchers to pay closer attention to how populist media mediate
trust in science.

The overall findings outlined were not replicated for all trust groups. The segmentation
approach generally showed more variety and stronger effects — accounting for the diversity
of science communication audiences [see Schäfer et al., 2018; Schäfer et al., 2022]. “Fully
trusting” and “Rather untrusting” were unaffected by trust cue exposure to any of the 13
media sources we tested — at the same time, for both groups, the explained variance was the
highest across all groups. For “Fully trusting,” this may be explained by the fact that they
already reached the highest trust scores and may experience a particularly stable trust in
science [see also Reif et al., 2024]. This assumption, as well as an explanation for the
“Rather untrusting,” should be investigated further. The findings may also be linked to the null
effects found in some studies testing the effect of media use on trust in science [e.g.,
Wintterlin et al., 2022]. If trust in science is indeed a stable construct, showing little variation
over a whole year, then this may explain why previous studies did not show (strong) effects or
why their effects did not point in a clear direction.

Regarding the trust groups, trust in science at t2 of “Highly trusting” was negatively affected
by trust cue exposure in science blogs. In this case, it would be worthwhile to know more
about the specific blogs respondents used or had in mind when making their assessment.
Although the current analysis is novel in its approach, it is not fine-grained enough to shed
more light on this and provide explanations. This should remind researchers that in future
studies, we need to find ways to ask for media use in more detail than we often do today,
which would provide further explanations.

At the same time, “Moderately trusting” were positively affected by trust cue exposure on
public TV (just as the overall sample; this is the biggest trust group) and in science
magazines. This group was the only one in which one of the sociodemographic
information — education — had a significant effect. Furthermore, the nuanced nature of
trust-assessing processes in digital media environments was also apparent for “Untrusting”.
For them, trust cue exposure in populist media was a negative predictor (just as in the overall
sample). This reflects to some degree the potential negative effects [e.g., Takahashi &
Tandoc, 2015] of online media on trust in science, as stated in previous research. Reif et al.
[2024] had also already established that “Untrusting” are indeed more frequent users of
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populist media. Hence, in total, the present study was able to find (unique) effects of some
journalistic and populist (online) media for some population groups; however, surprisingly, we
were not able to find effects for journalistic media like (online) newspapers, social media, or
other online media, although many of them contained quite a number of trust cues and many
of them are used frequently by audiences.

Nevertheless, the findings give some direction on how to reach specific audiences of science
communication when the goal is to affect their trust in science — and this targeted
communication is something that is often defined as the central goal of audience
segmentation [see also Guenther & Weingart, 2018; Klinger et al., 2022]. It is worth
mentioning that in those cases where genuine journalistic sources had an effect, it was
always a positive one on trust in science. When considering further online media, such as
blogs and populist media, it was always a negative one. Hence, our study may be placed
between the “media malaise” and “virtuous circle” hypotheses stated for political
communication [see Verboord, 2023].

With the central goal of putting intermediaries in the limelight, the present study has
limitations. Since this is a linkage study, both methodologies (content analysis and panel
survey) and their connection have limitations — we will focus on the most important ones
next. For the content analysis, this refers to the sample selected, using constructed weeks,
and selecting subsamples for analytical steps. In total, our findings with respect to the
frequency of trust cues can only be seen as a proxy. The set of media sources selected also
differs considerably, for instance, regarding their length. Furthermore, we treated each
identified trust cue unweighted, but their importance may vary among audiences. That is why
we propose to test the identified trust cues in interviews or focus groups. For the panel
survey, limitations relate to the representativeness of the data (which was only assured for t1),
the measures developed [see Reif et al., 2023, including the ones on science
information-specific media use, which is also only a proxy and does not fully capture the
diversity of actors and content in digital media] and using interpretative techniques such as
Latent Profile Analysis to identify groups of trust in science. Further, although developed
after thoroughly considering the data, our linkage variables are only one potential way of
linking content analytical and survey data [see De Vreese et al., 2017]. We also did not
include covariates in our regressions as this is beyond the scope of the RQs but should be
tested in future studies.

Hence, this study is a small but important further step into exploring the connection between
a potential decline of public trust in science and digital media environments. We would like
to emphasize that we see it as a central advancement of our study to analyze trust in science
as a multilevel and multidimensional construct — combining novel approaches in content
analysis (i.e., measurement of trust cues) and audience segmentation (i.e., identifying trust
groups). In many ways, our approach was more detailed, for instance, not working with
frequencies of media use alone and not just performing analyses with aggregated data. We
have laid out quantitative connections. In the next step, these deserve explanation and
enrichment, which we propose to achieve through qualitative interviews with members of the
trust groups.
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