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Understanding public perceptions of revolutionary
technology: the role of political ideology, knowledge,
and news consumption

Chia-Ho Ryan Wen and Yi-Ning Katherine Chen

This study investigates public perceptions of Artificial Intelligence (AI) in
Taiwan, focusing on the roles of political ideology, science news
consumption, and knowledge. Analyzing responses from 502 participants,
the research reveals that political ideology has a limited impact on AI
benefit perceptions but likely becomes more significant with increased AI
application. The study suggests that, for narrow AI, science news
consumption and content knowledge are more influential than political
ideology. It emphasizes the need for tailored communication strategies and
highlights the positive association between respect for science authority
and favorable AI perceptions. The findings provide essential insights for
policymakers navigating AI adoption.
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Introduction Artificial Intelligence (AI) has emerged as a rapidly advancing technology and
industry in Taiwan, attracting significant investments from both the government
and corporations for diverse applications. However, there exists a noticeable gap in
the perceptions of the general public. While some align with institutions such as
governments, corporations, and the science community, believing that integrating
AI into public services can lead to a fairer and more convenient society, others
strongly oppose AI. The opposition is fueled by substantial evidence suggesting
that widespread AI implementation can result in existential crises, including
massive unemployment, totalitarianism, social class rigidity, and injustice [Chang,
Liao, Chao, Liu & Lee, 2024; Chiu, Zhu & Corbett, 2021; Lin, Tian & Cheng, 2024;
Xu & Wang, 2021]. This paper seeks to explore the factors that effectively predict
the lay public’s perceptions of the risks and benefits associated with AI in Taiwan.
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Divergent attitudes towards AI have become particularly pronounced during the
ongoing COVID-19 pandemic. With an approval rating nearing 80%, the Taiwanese
government has leveraged AI and big data analysis to manage and track citizens’
travel histories [Shan, 2020]. Chen et al. [2020] attribute Taiwan’s success in
keeping infected cases below 450 by early May 2020 to the integration of AI
services, such as the Internet of Things, real-time tracking via mobile phones, and
thermometers measuring and reporting citizens’ body temperatures in public
venues, into hospital and case reporting systems.

While Taiwan has reaped benefits from the government’s adoption of AI for
COVID-19 control and prevention, there is resistance from the public against
further incorporation of AI for broader purposes. Yeh et al. [2021] highlight,
through their survey study, that people in Taiwan, on the whole, hold an optimistic
attitude towards AI. They believe that AI has the capability to enhance human
quality of life in health, education, and technology. However, concerns arise
regarding the adoption of AI for broader purposes until there is assurance that it
will not pose threats to the environment, human sustainability, and clear ethical
guidelines are in place. Similar concerns are supported by Liu et al.’s [2022]
research, which indicates that despite acknowledging AI’s potential technological
benefits, healthcare professionals and patients in Taiwan are reluctant to use AI in
medical settings due to its lack of explainability.

Several studies employing the technology acceptance model analyze the
perceptions of the Taiwanese population towards AI [Chiu et al., 2021; Huang,
Hsieh, Li, Chang & Fan, 2020; Lin & Xu, 2022; Lin et al., 2024]. The findings suggest
that perceived usefulness and ease of use do not necessarily lead to intentions to
use AI, especially when there are doubts about AI’s adherence to legal norms and
subjective norms.

The study of AI benefit and risk perceptions in Taiwan, particularly from a political
spectrum perspective, remains understudied. This research aims to predict the lay
public’s attitudes towards AI using political ideologies as predictive variables,
considering motivated reasoning [McCright, Dentzman, Charters & Dietz, 2013].
People’s existing political stances on issues such as immigration policy, equality,
and government power balance may extend to their attitudes towards novel
technology. For instance, Pechar, Bernauer and Mayer [2018] point out that
political orientations influence the public’s views on AI, with liberals expressing
concerns about potential negative impacts, while conservatives focus on the
advantages revolutionary technologies could bring to human society. One of the
study’s objectives is to bridge the gap in the literature and understand how
liberalism and conservatism influence people’s benefit and risk perceptions of AI,
as well as their support for AI regulations.

Contrary to studies advocating that people’s attitudes towards technology are
determined by pre-existing political ideologies, other research suggests that
attitudes towards technology are rational and depend on individuals’ news
consumption preferences and technological knowledge. Gherhes, and Obrad’s
[2018] survey emphasizes that disparate attitudes towards AI stem from
individuals’ understandings of it, with participants’ school majors significantly
predicting their perceptions. Science majors tend to be optimistic about strong AI
applications, while humanities majors approach AI cautiously due to uncertainties
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about potential negative impacts on their careers. Chen and Wen [2019] indicate
that regular consumers of science news express more faith in AI, whereas those
consistently consuming political news tend to have low trust in corporations and
doubt their benign use of AI.

Building on the understanding that attitudes towards technology are shaped by
various factors, including news consumption and knowledge levels, the
subsequent investigation extends beyond political ideologies to explore how
perceptions of AI and attitudes towards regulations are influenced by broader
societal factors. Another objective of this research is to investigate how people’s
perceptions of AI and their attitudes towards regulations are influenced not only
by political awareness but also by exposure to science news and acquisition of
science knowledge.

Literature review Political ideologies and science perceptions

Scientific facts are expected to be trustworthy and contribute to fostering public
consensus on issues and policymaking. However, there are instances where
societies become more divided despite the presence of scientific evidence. Social
sciences have endeavored to comprehend why objective scientific facts often fail to
promote social unanimity.

One frequently employed framework is the theory of motivated reasoning,
asserting that even scientifically tested facts are not perceived as entirely objective
[Taber, Cann & Kucsova, 2009]. Individuals interpret and understand science in
their own ways [Lupia, McCubbins & Popkin, 2000]. Kunda [1990] argues that
political orientations influence people’s interpretations and understanding,
resulting in more polarized public opinions on scientific topics like climate change
and genetically modified food when these issues become official political agendas.

Taber and Lodge [2006] highlight that political ideology shapes individuals’
responses to controversies through confirmation bias, where selective attention,
exposure, partial apprehension, and recall mechanisms hinder them from
impartially seeking and absorbing information that challenges their existing
opinions. In the face of new information, those with rigid beliefs resist altering
their viewpoints, often distorting ideologically dissonant evidence to support their
perspectives. Behavioral scientists note stronger backfire effects, such as source
derogation and forgery, which align with motivated reasoning [Kahan, 2013; Byrne
& Hart, 2009].

Mooney [2012] contends that skepticism within the science community is
inherently linked to the conservatism-liberalism political spectrum. Gauchat’s
survey [2012] reveals an increasing number of self-identified conservatives
expressing skepticism toward scientific evidence cited by the U.S. government over
the past thirty years, particularly regarding climate issues. Conversely, liberals
show minimal signs of radicalization.

Nam, Jost and Van Bavel [2013] assert that political orientation influences trust in
science through information processing. Conservatives tend to rely on heuristics,
trusting information from authorities and experts, and having confidence in their
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own information efficacy and instincts. Liberals, on the other hand, are more likely
to employ systematic processing, being critical of expert opinions and seeking
information from diverse sources. However, McCright et al. [2013] argue that this
dichotomous view is overly simplistic.

Examining the relationship between political ideology and perceptions of science,
McCright et al. [2013] conclude that conservatives are not universally opposed to
all sciences and scientists. Their responses to “reflexive science”, dedicated to
examining the detrimental impact of modern science on society, are more active.
Conservatives tend to doubt its validity, perceiving it as serving the political
purposes of liberal parties. Liberals also exhibit skepticism toward specific
scientific fields, such as chemistry and fast-food science, believing these contribute
to mass compromise, environmental harm, and the concentration of power and
wealth in the hands of the privileged.

Approaching the impact of political ideology on science perceptions from the
theory of motivated reasoning, rather than the heuristic-systematic model of
information processing (HSM), Pechar et al. [2018, p. 296] research aligns with the
conclusions of McCright et al. [2013]. It emphasizes that “resistance to change” is a
form of motivated reasoning, where individuals’ prior preferences shape how they
understand new information. Most individuals rely on social values, identities,
and worldviews to interpret information, determining whether they accept
scientific information based on their orientation towards the information source
and its implications for their cultural values and identities.

H1: Political liberalism relates a) positively to benefit perceptions of AI and
b) negatively to risk perceptions of AI.

RQ1: How is political ideology related to AI regulation support?

Media use

Individuals’ worldviews are significantly influenced by the information to which
they are exposed, as the media play a crucial role in framing and describing novel
technologies [McCright et al., 2013]. Chuan, Tsai and Cho [2019] conducted an
analysis of the content coverage of AI in major U.S. newspapers, including USA
Today, The New York Times, Los Angeles Times, New York Post, and Washington
Post, over the past decade. Their findings reveal that AI received minimal attention
until 2016, with around 100 articles discussing AI by the end of 2015. However, this
number skyrocketed to 800 by 2018, coinciding with the broader application of AI.
According to their analysis, the perceived benefits of AI outweighed the perceived
risks, leading to an overall optimistic outlook on the future of AI in mainstream
media by the end of 2018.

In contrast to science professionals, laypeople are more susceptible to accepting
content from the media that exaggerates and frames the disastrous consequences of
emerging technologies as inevitable threats. This is because fear-mongering media
tends to attract a larger audience, particularly for such topics [Bucchi & Trench,
2008; Allan, 2002]. Research indicates a shift in the media’s attitudes towards AI,
with Tussyadiah and Miller’s survey [2019] highlighting how mass media portrays

https://doi.org/10.22323/2.23050207 JCOM 23(05)(2024)A07 4

https://doi.org/10.22323/2.23050207


AI as a potentially destructive invention. The media often emphasizes crises
related to job losses, cyber-attacks, decreasing control over personal data and
privacy, enhanced monitoring capabilities for companies and governments, and
further marginalization of minority groups, including the uneducated, the poor,
peripheral ethnic groups, and LGBT groups.

Chen and Wen’s [2019] investigation into the impact of different types of news
consumption (e.g., political, scientific, generic) on perceptions of AI reveals that
increasing perceptions of AI risks are linked to science news consumption. Those
who regularly consume science news are more likely to trust AI, but distrust AI
scientists if they lack faith in government and corporations. Given the high costs
associated with AI developments, which necessitate financial support from the
government and corporations, there is a perception that AI scientists may prioritize
the interests of these entities over transparent reporting of potential risks. This
skepticism is further fueled by the belief that governments and corporations lack
discipline and respect for ethical considerations. Building on the insights from the
aforementioned research, we present the following hypothesis and research
question.

H2: Science news consumption relates a) positively to benefit perceptions of AI
and b) negatively to risk perceptions of AI.

RQ2: How is science news consumption associated with AI regulation support?

Science knowledge

Knowledge serves as a catalyst for garnering public support for scientific
development by alleviating anxiety and uncertainty associated with the
incorporation of unknown technology into everyday life [Brossard & Shanahan,
2003; Bradshaw & Borchers, 2000]. Individuals with a higher perceived knowledge
level are more likely to embrace emerging scientific applications promoted by
governments. Perceived knowledge is defined as the self-reported level of mastery
of knowledge in a specific domain [Cui & Wu, 2019]. This is because those
confident in their technology literacy tend to focus on the perceived benefits of
controversial science and believe that potential drawbacks can be controlled
through measures endorsed by existing research [Chen & Wen, 2021]. Perceived
science knowledge, therefore, is a subjective self-assessment of one’s technology
and science literacy.

In evaluating citizens’ ability to discern disinformation related to controversial
technologies, content knowledge becomes crucial. Content knowledge refers to
theory-based understandings of scientific and natural laws, as well as techniques
acquired through formal education and curricula [Stebner et al., 2022]. Jho, Yoon
and Kim [2014], in a study on the expansion of the Gori nuclear power plant in
South Korea, found that participants with a thorough science training background
were more likely to base their decisions on both objective evidence and reasoning.
In contrast, those with less science training tended to rely on moral values in their
decision-making [Allum, Sturgis, Tabourazi & Brunton-Smith, 2008]. This
conclusion aligns with other empirical research on the decision-making process.
Means and Voss [1996], as well as Venville, Rennie and Wallace [2004], emphasize
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that content knowledge plays a more critical role than contextual knowledge (i.e.,
the capability of approaching scientific developments from localized cultural and
social perspectives) and perceived knowledge in identifying technical problems
[Means & Voss, 1996; Venville et al., 2004]. It also contributes to cultivating public
support for scientific research and government involvement in technology
development [Cui & Wu, 2019; Lewis & Leach, 2006]. Therefore, we present the
next hypothesis and questions as follows.

RQ3: How is perceived knowledge associated with the benefit and risk perceptions
of AI as well as AI regulation support?

H3: Content knowledge is positively associated with AI regulation support.

RQ4: How is content knowledge related to the benefit and risk perceptions of AI?

Scientific authority

Scientific authority is a predisposition influencing individuals’ responses to
technical debates [Cui & Wu, 2019]. Those with a strong respect for scientific
authority tend to view science as a source of politically unbiased truths. When
confronted with scientific controversies, they are inclined to trust established
scientific experts rather than formulating their own opinions or relying on their
political intuition.

Camporesi, Vaccarella and Davis [2017] define respect for scientific authority as a
tendency to “believe, endorse, and enact expert advice”. Empirical studies [Dohle,
Wingen & Schreiber, 2020; Chen & Wen, 2019] suggest that public perceptions of
scientific authority (e.g., scientists, scientific communities, science professionals)
have much more significant effects on public acceptance of emerging technologies
(e.g., targeted advertising, eHealth, smart devices, personalized social media) than
the technologies themselves. Critical factors impacting the public’s deference to
scientific authority encompass whether scientists transparently reveal their
sponsors and conflicts of interest, prioritize society’s collective benefits and equity,
make it their goal to maximize human well-being, conform to ethical guidelines in
the process of research and development, and endeavor to prevent new technology
from being misused or abused, especially by influential corporations and
government.

Science gains authority and public respect because it is seen as a source of
politically unbiased truths. However, some researchers argue that critical emerging
technology development projects worldwide tend to be driven by governments
through collaboration with science communities (i.e., scientists, research
institutions, universities) [Bae & Lee, 2020]. With substantial investments flowing
into the science community from governments, it becomes challenging to maintain
that science built by the science community is always politically unbiased.
Therefore, some research considers the science community more as an extension of
governmental power than as an authority independent of political influences
[Chen & Wen, 2021; Pechar et al., 2018].

Given the fundamental and nuanced role the science community plays between
government and the lay public, how the lay public perceives the science
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community is vital in investigating the relationship between political ideology and
perceptions of AI. This paper will discuss how scientific authority covariates in this
interplay.

Method Sample

Our participants who had not received formal education in AI or worked as AI
professionals (e.g., AI engineers or programmers) were drawn from the database of
the institution to which the authors were affiliated. The survey was conducted
from February 1, 2020, to February 29, 2020. A total of 502 participants, all having
the requested experience with narrow AI (defined as artificial intelligence systems
specialized and trained for specific tasks or a limited set of tasks), were successfully
surveyed. This group comprised 285 males and 217 females. The average age was
43 (SD = 11.50). In terms of education, 43% held a bachelor’s degree, and 36% had
a postgraduate degree. Regarding marital status, 56% were married, while 44%
were not. In terms of employment, 79% worked full-time, and 8% were retired.
Residents of major municipalities such as Taipei, New Taipei, Taoyuan, Taichung,
Tainan, and Kaohsiung constituted 76% of the total sample.

Operationalization

Science news consumption: seven items were used to measure participants’
attention to science news provided by TV news, newspapers, websites of print
news, online news agents, Facebook, LINE, and YouTube, with a five-point Likert
scale (1 = nearly no attention, 5 = a great amount of attention). The outcomes of
principal component factor analysis with varimax rotation indicated that the seven
items form an index of science news consumption, and thus the seven items were
averaged (M = 3.10, SD = .72, α = .84).

Perceived knowledge: one item (“How much do you think you know about AI?”)
was borrowed from Cui and Wu [2019] with a five-point Likert scale (1 = not at all,
5 = very much; M = 2.76, SD = .75).

Content knowledge: sixteen item were adopted from Pega Systems Inc. [2017]
including “AI refers to human-shaped robots alone” (false); “AI cannot deal with
what it has never encountered” (false); “Due to controversy, AI has not been
applied to daily technology” (false); “A gadget with AI means it possesses human
consciousness” (false); “Which of the following is/are AI?” with five options
provided: a) machine learning (true), b) artificial neural network (true), c) deep
learning (true), d) natural language processing (true), e) none of above (false); and
“What do you think AI at present can do?” with eleven options provided: a) ability
to learn (true), b) to solve problems (true), c) to interpret speech (true),
d) to replicate human interaction (true), e) to think logically (true), f) to play games
(true), g) to run surveillance on people (true), h) to replace human jobs (true),
i) to feel emotion (false), j) to control your mind (false), and k) to take over the
world (false). One mark was assigned to each correctly answered item; the sixteen
items summed up to the full mark, which was sixteen (M = 8.39, SD = 2.39).

Benefit perceptions of AI: five items were adopted with a five-point Likert scale
(1 = highly disagree, 5 = highly agree) from Cui and Wu [2019]: a) AI will make life
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more convenient; b) AI will lower the cost of living; c) AI will solve the problems
facing human society; d) AI’s advantages should not be underestimated; and
e) AI will affect future generations of mankind. The outcomes of principal
component factor analysis with varimax rotation suggested that the five items form
an index of benefit perceptions, and hence the five items were averaged (M = 3.81,
SD = .51, α = .74).

Risk perceptions of AI: three items with a five-point Likert scale (1 = highly
disagree, 5 = highly agree) were borrowed from Wang [2017] to assess the
participants’ perceived risks of AI: a) AI will change humans’ standards of living;
b) AI will threaten human society; and c) AI will challenge the continuity of human
society. The outcomes of principal component factor analysis with varimax rotation
revealed that the three items form an index of benefit perceptions, and therefore the
three items were averaged (M = 2.86, SD = .77, α = .83).

AI regulation support: four items with a five-point Likert scale (1 = highly
disagree, 5 = highly agree) were adapted from Wang [2017] to evaluate
participants’ support of governmental intervention and policy: a) the Taiwanese
government should issue policies to guide AI development; b) an international
treaty should exist to manage AI development; c) an agreement should exist in the
scientific domain to regulate AI research and development; and d) policies should
exist to guide AI’s commercial development. The outcomes of principal component
factor analysis with varimax rotation stated that the four items form an index of
regulation support, and consequently the four items were averaged (M = 3.98,
SD = .61, α = .80).

Respect for science authority: four items with a five-point Likert scale (1 = highly
disagree, 5 = highly agree) were adopted from Cui and Wu [2019]: a) scientists
know best what is good for the public; b) it is important for scientists to get
research done even if they displease people by doing it; c) scientists should do
what they think is best, even if they must persuade people; and d) scientists should
make the decisions about AI scientific research. The outcomes of principal
component factor analysis with varimax rotation noted that the four items form an
index of respect for science authority, and as a result the four items were averaged
(M = 2.99, SD = .64, α = .61).

Political ideology: eight items with a five-point Likert scale (1 = highly disagree,
5 = highly agree) were borrowed from Hsu, Huang and Hwang [2019] to
characterize participants’ conservatism and liberalism. Scores were summed up to
form an index of political orientations (most conservative = 8, most liberal = 40,
M = 24.94, SD = 5.46, α = .70). The eight items were respectively eight
controversial referendum agendas as follows: a) abolition of the death penalty,
b) legalization of same-sex marriage, c) establishment of legitimate red-light
districts, d) legalization of euthanasia, e) permanent termination of the fourth
nuclear power plant, f) decriminalization of adultery, g) amendment to the
constitution to change the nation’s name to Taiwan, and h) reform of military
service from compulsory to voluntary.

One of the most commonly employed theory to characterize the Western political
spectrum is the moral foundation theory proposed by Haidt and Graham [2007],
where the five foundations are the care/harm; fairness/cheating; loyalty/betrayal;
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authority/subversion; and sanctity/degradation foundations. Later Graham,
Haidt and Nosek [2009], focusing on function rather than content, categorized
these foundations into two groups: individualizing concerns and binding concerns.
Concerns related to individualization, including the foundations of care/harm and
fairness/cheating, focus on considering the individual as the central point of moral
value, along with a focus on the rights and well-being of individuals. Concerns
categorized as binding, comprising loyalty/betrayal, authority/subversion, and
sanctity/degradation foundations, emphasize groups as the focal point of moral
value and the preservation of existing social ethics. Empirical findings indicate that
liberals’ moral concerns primarily align with individualizing foundations, while
conservatives’ moral concerns encompass both individualizing and binding
foundations, highlighting a subcultural distinction between American liberals and
conservatives [Graham et al., 2013].

Supported by empirical evidence that the moral foundations theory provides a
framework to characterize the moral intuition patterns by which individuals
approach and respond to public issues, Day, Fiske, Downing and Trail [2014]
indicate liberals and conservatives exhibit distinct moral orientations, with liberals
emphasizing the principles of harm and fairness, while conservatives prioritize
ingroup loyalty, authority, and purity. Liberals demonstrate a pronounced
alignment with values centered around mitigating harm and ensuring fairness.
They readily endorse statements emphasizing compassion for the suffering and
advocating for equitable treatment in laws and governance. In contrast,
conservatives lean towards affirming notions of ingroup loyalty, deference to
authority, and the preservation of purity. They prioritize loyalty to one’s group
over individual concerns, respect for traditional authorities in lawmaking, and the
promotion of virtuous living through governmental support. This divergence in
moral foundations underscores the ideological differences between liberals and
conservatives, shaping their respective approaches to governance and societal
values.

Hsu et al. [2019] argue that the individualizing and binding concerns, as per the
moral foundation theory developed from an individualistic and Christian society,
do not comprehensively capture the political spectrum of Taiwan, which is
characterized by a highly collective and Confucian societal framework [Wu, 2013].
Therefore, the authors suggest the utilization of three indices recommended by
Jost, Glaser, Kruglanski and Sulloway [2003]: resistance to change, endorsement of
inequality, and desired distance from China, along with the traditional Confucian
values. In the context of Taiwan, conservatism is defined as resistance to change,
support for inequality, and adherence to Confucianism and traditional Chinese
values as the dominant cultural influences. On the other hand, liberalism in Taiwan
is characterized by a commitment to change, pursuit of equity, and a belief in
cultural and social diversity.

In order to quantify the political spectrum of Taiwan, Hsu et al. [2019] propose
eight items derived from Taiwan’s recent major referendums, challenging the
conservative moral foundations, such as the legalization of same-sex marriage and
euthanasia. Our study adopted these items from Hsu et al. [2019] to explore and
analyze the political landscape in Taiwan.
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Results In the past year, participants reported using various AI services: email spam
filters (63%), predictive search terms (67%), voice assistants (39%), online virtual
assistants (57%), Facebook-recommended news (47%), online shopping
recommendations (50%), home virtual assistants (7%), and reverse image
searching (5%).

Dummy codes were initially assigned to the following independent variables:
gender (0 = women), city of residence (0 = municipalities), marital status
(0 = married), political party preference (0 = other parties), and employment
(0 = non-full-time). These control variables were included in the regression analysis
conducted on SPSS 21, with risk and benefit perceptions of AI, along with AI
regulation support, set as the dependent variables. The results are presented in
Table 1 below.

Our findings suggest that political ideology and party inclination are less
indicative of AI perceptions than we anticipated. Political ideology is
insignificantly related to benefit perceptions (H1a is not supported) and negatively
to risk perceptions (H1b is supported).

Upon comparing our results with previous research, we speculate that the
predictiveness of political ideology on AI perceptions and public support for AI
regulations (RQ1) may depend on the type of AI. When it comes to narrow AI,
liberalism is predictive, and conservatism is not. However, as the intensity of AI
applications increases, conservatism becomes predictive. Our results align with
Cui and van Esch [2022], who studied the correlation between political orientations
and the benefit and risk perceptions of AI-enabled checkouts in the U.S.
AI-powered self-checkout systems are automated solutions employed in retail
environments, empowering customers to independently scan, bag, and complete

Table 1. Multiple regression analysis.

Benefit
perceptions

Risk
perceptions

Regulation
support

Science news consumption .18∗∗∗ −.08 .13∗

Perceived knowledge .06 −.14∗∗ −.08

Content knowledge .18∗∗∗ .09 .18∗∗∗

Respect for science authority .22∗∗∗ −.05 −.01

Political ideology .09 −.12∗ −.03

Party: DPP −.05 .04 −.02

Party: KMT −.02 .01 −.01

Party: Neutral −.07 −.01 −.07

Age −.09 −.03 −.02

Education −.02 −.06 .01

Gender: Male −.01 .05 −.01

Marital status: Unmarried .05 .00 −.02

Employment: Full-time −.06 .02 −.05

Income .09 −.12∗ .06

Residence: Non-municipalities −.11∗ −.06 −.02

Adj R2 .19 .06 .03

Note: ∗ p < .05, ∗∗ p < .01, ∗∗∗ p < .001.
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payment for their purchases sans cashier intervention. Leveraging AI technology,
these systems optimize the checkout procedure, enhancing operational efficiency
and slashing labor expenses for retailers. Their results indicated that liberals
tended to perceive AI-enabled checkouts as less risky, while conservatives were
indifferent. Most AI perception research is currently centered around the American
context, given the United States’ prominent position in the integration of narrow AI
into daily services. Taiwan is still in the early stages of integrating narrow AI into
daily life. However, as Taiwan catches up with the level of AI integration seen in
the United States, it is likely that findings from current American research will also
be applicable in Taiwan.

According to Cui and van Esch’s interpretation [2022], individuals with distinct
political leanings are concerned about autonomy (i.e., power over one’s own
outcomes). In situations where AI applications do not compromise autonomy, such
as using AI-enabled checkouts, conservatives do not express significant
preferences, whereas liberals, due to their inherently favorable stance towards new
technology and the non-infringement on their autonomy, tend to perceive
AI-enabled checkouts as less risky. As narrow AI applications do not bring about
revolutionary convenience or change, people of any political inclination do not
experience an increase in benefit perceptions.

However, as the level of AI application rises, such as when AI is integrated into
self-driving cars, Peng [2020] found noticeable differences in AI perceptions
between conservatives and liberals in a U.S. survey study. Conservatives expressed
significant concerns and strongly supported strict regulation policies for driverless
vehicles. Similar findings were supported by European research, where Araujo,
Brosius, Goldberg, Möller and de Vreese [2023] studied the perceptions of people
across Europe regarding the integration of AI into automatic decision making
(ADM) in the media sector. Right-wing supporters tended to be more concerned
and supportive of strict regulations. Schiff, Schiff and Pierson [2022] revealed
deeper findings, studying U.S. citizens’ perceptions of government AI-powered
automated decision systems (ADS). They found that conservatives felt more
strongly about the public value failure of automated decision systems, such as lack
of fairness, transparency, and responsiveness, compared to liberals. Yang et al.
[2023] argue that governments will inevitably play a crucial role in the widespread
adoption of AI, implying that AI applications will become politicized. As AI
applications become more extensive and powerful, political ideology will become
an increasingly important predictor of AI support.

In comparison to political ideology, science news consumption and knowledge are
more predictive variables (H2a and H3 are supported). Our research findings align
with previous studies [Yang et al., 2023; Selwyn & Cordoba, 2022; Cui & Wu, 2019;
Pechar et al., 2018] indicating that individuals who are relatively informed about
AI’s potential benefits are more likely to embrace novel technology, especially
when technology is applied with appropriate regulations and surveillance (RQ2).

However, as science news exposure does not necessarily lead to content knowledge
acquisition [Chen & Wen, 2021], this study distinguishes knowledge into perceived
knowledge (participants’ self-perceived level of AI knowledge) and content
knowledge (knowledge in a specific subject or domain usually acquired through a
formal learning process, such as schooling and training). The aim is to understand
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the predictiveness of these two different types of knowledge on AI perceptions and
regulation policy support (RQ3 and RQ4).

Perceived knowledge and content knowledge are antithetical predictors. Perceived
knowledge is inversely associated with AI risk perceptions. In several risk
communication studies, perceived knowledge tends to be an insignificant predictor
of perceived risks because people often cannot accurately perceive their true
knowledge level, which can be explained by the Dunning-Kruger effect. They are
incapable of effectively evaluating potential risks in the environment. In our study,
individuals who perceive themselves as knowledgeable about AI are inclined to
perceive AI as less risky, potentially resulting in underestimating AI risks if they
overestimated their own knowledge level of AI. On the other hand, content
knowledge is a relatively objective measure of one’s knowledge level, providing a
more accurate reflection of one’s understanding of AI. Its results mirror science
news consumption, as people with a substantive understanding of AI tend to
perceive AI as beneficial and capable of making human life more convenient.

Contrary to our anticipations, the majority of demographic variables — including
age, education, gender, employment, and party affiliation — do not emerge as
significant predictors of the dependent variables, resulting in a reduction of the
adjusted R2 values. However, they yield valuable insights, indicating that
variations in Taiwanese AI users’ perceptions of AI and support for AI regulations
are primarily influenced by factors such as science news consumption, acquisition
of AI knowledge, respect for the science community, and political ideology. This
information serves as a precise guide for shaping future policies related to AI
promotion.

Discussion Theoretical and practical implications

Taiwan’s utilization of AI in combating the COVID-19 pandemic has yielded
commendable results, showcasing the efficacy of government initiatives in
harnessing advanced technology for public health management. However, while
the initial success in AI deployment for pandemic control is evident, there exists a
palpable resistance among the populace towards its broader integration into
various facets of society. This resistance stems from apprehensions regarding the
potential ramifications of widespread AI implementation, particularly in realms
beyond healthcare. Amidst the acknowledgment of AI’s transformative potential,
concerns persist regarding its environmental impact, implications for long-term
human sustainability, and the necessity for robust ethical frameworks to regulate
its deployment. The public consensus veers towards cautious optimism,
advocating for stringent assurances that AI adoption will not compromise societal
well-being or infringe upon fundamental rights and values. Central to this
discourse is the imperative need for clear and comprehensive ethical guidelines
that delineate permissible boundaries and ensure accountability in AI utilization.

AI, as a revolutionary new technology, is bound to bring about profound changes
in societal structures and individual lives. While there have been studies in Taiwan
on the public’s perceptions and willingness to support AI, most of them are
confined to specific domains, such as doctors’ willingness to use AI, public
servants’ views on integrating AI into public systems, and teachers’ support for
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AI-assisted teaching. However, the adoption and application of AI will be a
societal transformation that everyone needs to face and participate in. Therefore,
there is an urgent need in Taiwan for research approaching AI issues from the lay
public’s perspective, and this study plays that role.

Internationally, especially in Western countries, many researchers have recognized
that the widespread adoption of AI will be a political agenda. Therefore, exploring
the predictiveness of political orientation on AI perceptions and support for
regulation policies from the perspective of motivated reasoning is crucial.
Motivated reasoning is a common cognitive bias where individuals’ inherent
political stances extend from core political issues to other informal political agenda
matters. Regardless of their understanding of these other informal political agenda
matters, their inherent political stance significantly influences their views on other
things, a phenomenon supported by several studies.

Our findings reveal that political ideology is a weak predictor. By comparing with
recent research, we find that the predictiveness of political ideology may be related
to the intensity of AI applications. The differences in AI perceptions and regulation
support between conservatism and liberalism increase with the intensity of AI
applications. From the theoretical perspective of political ideology, according to
Han, Park and Lee [2021], conservatism is associated with an inclination to
distinguish humans as a distinct social entity from AI. Research on social
essentialism indicates that individuals with conservative views tend to focus on the
intrinsic nature of a group, categorizing social groups. Those with conservative
views also prioritize group-level attributes to uphold group coherence and social
order. As AI assumes elevated positions in social hierarchies, political
conservatives may perceive a threat. Therefore, political ideology becomes an
increasingly crucial independent variable in the politicization of AI.

Understanding the politicization trend of AI has practical implications. Since
motivated reasoning is a common and hard-to-avoid cognitive bias, future
promotional strategies for AI need to be customized based on AI application
categories (e.g., narrow AI, broad AI, general AI), audience, and local political
contexts. These strategies should be treated as sensitive political issues to avoid
backfire due to incorrect persuasion methods. Considered persuasion strategies
include framing (shifting the narrative while still discussing the same thing) and
bypassing, guiding individuals away from their existing beliefs towards alternative
beliefs that align with a conclusion contrary to their prejudice [Calabrese &
Albarracín, 2023].

Aiming to test which of the approaches — political ideology, knowledge, and
respect for scientific authority — would more effectively predict public attitudes
towards AI, our study shows that, for predicting the lay public’s perceptions of
narrow AI, science news consumption and knowledge, along with public respect
for scientific authority, are more effective than political ideology. These findings
play a crucial role in guiding future AI application policy communication.
Optimistically, due to the effects of motivated reasoning, at least for narrow AI, it is
not significant. Governments and research institutions can enhance the lay public’s
awareness, positive perceptions of AI applications, and support for regulation
policies through science news and content knowledge.
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Last but not least, our findings indicate a positive association between respect for
science authority and AI benefit perceptions, aligning with previous research [Chen
& Wen, 2021; Pechar et al., 2018]. Science authority is a key channel for promoting
AI and correct AI knowledge in the future, including AI experts, professionals, and
scientists. Allowing them to regularly explain or interpret AI-related knowledge to
the public is crucial. However, maintaining this communication channel between
experts and laypeople requires long-term maintenance. Existing research suggests
that public trust and respect for the AI science community [Chang et al., 2024; Chen
& Wen, 2021; Cui & Wu, 2019] depend on whether AI scientists maintain
information transparency and honest disclosure. This includes aspects such as the
flow of investments, financial donors, the handling and use of research data
consistent with the stated purposes, and the establishment and adherence to
comprehensive ethical standards. Loss of confidence in the science community
may pose a significant potential obstacle to AI promotion.
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