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This study conducts a pioneering empirical analysis of generative AI tools,
such as ChatGPT, in the context of university communication across
German universities. It explores the adoption rates, identifies the primary
challenges, and assesses the potential of these technologies, integrating
several theoretical concepts. The findings reveal a widespread use of AI for
translation and language correction, with broader applications gradually
emerging. Adoption rates vary significantly between private and public
universities, largely due to concerns over technical issues, data protection,
and AI usability. The results underscore the need for enhanced training
and AI policies that support effective integration and use.
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Introduction The rapidly advancing influence of artificial intelligence (AI) and machine learning
across various work and life domains has become increasingly evident. This
evolution is also apparent within the higher education landscape. Beyond teaching
and research, AI challenges the digital infrastructures and organizational processes
of universities. The most significant development to date is the advent of novel
generative AI tools, most notably the release of ChatGPT in November 2022.
ChatGPT is an advanced AI text model, among many others like Bing, Bard, or
Perplexity, capable of conducting human-like conversations and addressing a wide
range of questions and requests [OpenAI et al., 2023; Touvron et al., 2023; Wolfram,
2023]. Powered by billions of digital documents, ChatGPT has been trained with
extensive knowledge across various domains, enabling it to process text, generate
context-specific responses, such as text, code, images or videos, process complex
inquiries, and even perform problem-solving tasks [Gozalo-Brizuela &
Garrido-Merchán, 2023; Ray, 2023]. However, it has been observed that ChatGPT
often struggles to distinguish facts from fiction [Rawte, Sheth & Das, 2023; Zhang
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et al., 2023], a critical issue in academic and scientific contexts, especially given its
current limitations in handling scientific citations accurately [Athaluri et al., 2023;
Bhattacharyya, Miller, Bhattacharyya & Miller, 2023; McGowan et al., 2023].

The capabilities of such chatbots — summarizing texts, transforming notes into
fluent texts, emails, or letters, generating social media posts, and creating images,
presentation slides, or videos from simple text inputs — hint at the potential for
transforming university communication [De Silva, Mills, El-Ayoubi, Manic &
Alahakoon, 2023; Lopezosa, Codina, Pont-Sorribes & Vállez, 2023; Ray, 2023].
These abilities can potentially influence communication strategies and objectives
by enabling new pathways for efficient, personalized, and scalable communication
methods. Thus, the question of integrating generative AI tools becomes crucial for
university communications, the central theme of this study.

The integration of AI tools like ChatGPT and other machine communication
systems raises important ethical questions which are also relevant to university
communications [Kieslich, Keller & Starke, 2022; Lund et al., 2023; Yan et al., 2023].
These include data privacy concerns, as these tools gain access to sensitive
information [Arthur et al., 2023] or ethical considerations when AI is employed in
decision-making processes [Dutta, 2018]. The use of such tools can impact roles
and skills within workgroups, potentially creating a new digital divide, and there
is the challenge of building trust in their usage [Ray, 2023]. Nevertheless,
generative AI tools hold the potential to make university communications more
effective and efficient by enabling quick, personalized responses and automating
administrative tasks [Matz et al., 2023; Parycek, Schmid & Novak, 2023].

This study aims to empirically explore the use of generative AI tools in university
communication for the first time, through a survey conducted among press offices
and communication departments of all German universities. This ties into a
general finding by Mike Schäfer [2023], who recently showed that the topic of
artificial intelligence within the research field of science communication has been
virtually unexplored. This research aims to bridge the gap in understanding
generative AI tools’ adoption in German university communications, focusing on
influencing factors, professional needs, and expectations. It evaluates the
integration impact of AI on communication practices, strategies, and university
organizational structures, assessing how these technologies meet professional
expectations and shape internal debates and communication objectives.

The study is structured into several chapters to address the various aspects of the
investigation. The following sections provide an overview of key concepts and
developments in the context of university communication, followed by the
methodological approach and characteristics of the conducted online survey. The
following section presents the survey results, which tap into experiences with the
use of generative AI and expectations and assessments of the considered AI tools.
The last two sections discus and contextualize these findings, concluding with a
perspective on the future development of university communication in the era of
generative AI.
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Background Digital transformation in university communication

University communication, a specific variant of science communication, has some
unique features and challenges. Unlike general science communication, which
aims to disseminate scientific findings to a broad audience, university
communication additionally targets the academic community, including students,
faculty, and researchers, as well as external stakeholders such as political,
economic, and societal sectors [Elken, Stensaker & Dedze, 2018; Fürst, Vogler,
Sörensen & Schäfer, 2022; Peters, 2022]. Fähnrich, Metag, Post and Schäfer [2019,
p. 8] define university communication as “all forms of communication in, from,
and about universities, encompassing their production, content, usage, and impact,
conducted by actors both within and outside the university organization”. This
study focuses on the practical work of central and departmental communications
teams at universities. Four general communication functions are performed by
these departments: Public Relations, Marketing, Public Affairs and Science
Communication, covering a wide range of specific communication activities
[Entradas, Bauer, Marcinkowski & Pellegrini, 2024].

In the context of digitalization, university communication has undergone
significant transformation. University communication now incorporates a variety
of additional communication channels and target groups. It has assumed a key
position in science communication and has become a crucial player in public
perception and opinion formation about science [Fähnrich, Kuhnhenn & Raaz,
2019]. Institutionally, digitalization has led universities to increasingly rely on
digital platforms for communication with their target audiences [Metag & Schäfer,
2017]. Neuberger et al. [2021] argue that science communication, in a broader
sense, has taken on an expanded role due to digitalization, promoting both the
scientification of society and the socialization of science. Digitalization allows
greater transparency in the phases of knowledge production and verification.
Social media has enabled universities to present their research findings and
activities to a wider audience, thereby contributing to an intensified dialogue
between science and society, at least in form [Bélanger, Bali & Longden, 2014;
Gutiérrez & Del Pino, 2023]. Private universities, in particular, have shown a more
active use of social media and more types of media for their communications
[Lovari & Giglietto, 2012; Peruta & Shields, 2017]. This direct outreach to broad
publics reveals an increasing disintermediation, specifically bypassing professional
science journalism [Neuberger et al., 2021, p. 24]. However, the current state of
research has yet to offer predictions on the consequences of (generative) artificial
intelligence in university communication.

Disruptive potential of generative AI on academia

Three aspects of the role of generative AI in academic work can serve as a starting
point for further considerations on university communication: quality and
efficiency through AI support, relevant factors and challenges, as well as the
organizational integration of AI.

In terms of quality and efficiency, generative AI, exemplified by Large Language
Models (LLMs) such as GPT, has shown remarkable capabilities in processing and
generating human language, including performing complex computer
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programming tasks [Dwivedi et al., 2023]. In academic settings, these advances
have significant implications for the quality and efficiency of academic writing and
learning. For instance, LLMs like ChatGPT have demonstrated proficiency in
passing medical and other professional examinations, underlining their potential to
support educational objectives [Gilson et al., 2022; Kasneci et al., 2023; Lieberman,
2023].

The deployment of generative AI in academia is not without its challenges and
considerations. The impact of these technologies extends beyond their technical
capabilities, encompassing ethical, legal, and societal dimensions. Concerns
regarding data biases, safety issues, and the potential for exacerbating inequalities
highlight the need for a cautious approach to AI integration [Azaria, Azoulay &
Reches, 2023; Fecher, Hebing, Laufer, Pohle & Sofsky, 2023; Hosseini & Horbach,
2023; Lund et al., 2023; McGowan et al., 2023; Ray, 2023]. Furthermore, the
expectation that LLMs will significantly alter job profiles and the labor market
underscores the importance of understanding and navigating these factors to
harness the benefits of AI while mitigating its risks [Eloundou, Manning, Mishkin
& Rock, 2023].

Hence, the successful integration of generative AI into higher education and
research institutions requires careful consideration of organizational aspects. These
include addressing data protection and ethical concerns, which are paramount
given AI’s potential to offer individualized learning pathways [Ninaus & Sailer,
2022; Zawacki-Richter, Marín, Bond & Gouverneur, 2019]. Ethical issues such as
academic integrity, plagiarism, and fraud necessitate strategic approaches that
emphasize critical thinking, fact-checking, and adjustments in teaching
methodologies and examinations [Farrokhnia, Banihashem, Noroozi & Wals, 2024;
Gleason, 2022; Kasneci et al., 2023; Lund et al., 2023; van Wyk, Adarkwah &
Amponsah, 2023]. Moreover, the varying stances of scientific publishers toward
AI-generated texts, from viewing them as plagiarism to restricting LLM authorship,
indicate the complexity of integrating AI into academic publishing processes
[Stokel-Walker, 2023; Thorp, 2023]. These organizational challenges highlight the
need for institutions to develop comprehensive strategies that not only leverage
capabilities of AI but also safeguard academic standards and integrity.

All of this has profound implications for university communication: by improving
the quality and efficiency of content creation, facilitating personalized
communication strategies, and addressing organizational needs, generative AI
could transform how universities engage with diverse stakeholders, including
students, faculty, and the broader academic community, thereby fostering more
dynamic, responsive, and inclusive communication ecosystems. However, there
are many pitfalls to avoid, which will be discussed next.

AI and science communication

An article by Mike Schäfer [2023] in the Journal of Science Communication
provides the most current assessment of generative AI in the context of science
communication. He emphasizes the importance of generative AI and its potential
impacts on science communication, underscoring the need for further research to
evaluate the relationship between AI and science communication. As Schäfer’s
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bibliometric analyses reveal, the topic of AI is virtually non-existent in the
literature on science communication. He identifies four particularly relevant
avenues for future research in this area: (1) analyses of public communication
about AI, (2) investigation of user interactions with ChatGPT and similar tools, i.e.,
communication with AI, (3) the impacts of generative AI on the fundamentals of
science communication, and (4) conceptual work and theory development
regarding human-machine communication. Schäfer asserts that the science
communication community must quickly adapt to the upcoming questions related
to AI, as it has the potential to transform many aspects of life relevant to science
communication. An opinion article by Könneker [2024] states that LLM-based AI
tools are transforming scientific communication by enhancing productivity, greater
educational equity and creating new dissemination pathways, such as
participatory practices, yet they also bring challenges such as misinformation and
the potential for misuse, underscoring the indispensable role of independent media
and quality journalism.

Some cues from communication related studies, such as journalism, can be drawn
with respect to AI and science communication, however. Yang et al. [2023] showed
that increased trust in institutions correlates with heightened AI support,
influenced by perceptions of risks and benefits. Pavlik [2023] highlights the
efficiency gains in journalism through ChatGPT, though stressing the need for
media education to address AI’s ethical implications. Credibility and
trustworthiness of AI-written and human-written texts does not differ much on
neutral texts but it does on evaluative texts [Lermann Henestrosa, Greving &
Kimmerle, 2023]. Jakesch, French, Ma, Hancock and Naaman [2019] identified the
“Replicant Effect”, where the existence of AI-written texts in a communication
arena can foster distrust. Moreover, Longoni, Fradkin, Cian and Pennycook [2022]
find that AI written headlines are perceived less accurate. Glikson and Asscher
[2023] found that AI usage in emotional communication diminishes perceived
authenticity and forgiveness, a crucial factor in crisis communication effectiveness.
Karinshak, Liu, Park and Hancock [2023] demonstrated AI’s efficacy in crafting
pro-vaccination messages under human oversight, yet public health
communications are still preferred from human sources. Finally, Kreps and Kriner
[2023] showed that AI-generated emails by legislators to their constituents were
less credible, cautioning against overreliance on unedited AI content in
professional communication. These findings collectively underline the nuanced
impact of AI on communication perception and the importance of balancing
efficiency with authenticity and credibility.

In addition to the implications of AI-mediated communication, structural aspects
of its various implementations loom over communicating organizations. Fears
about job losses, quality and ethics related to automation and AI have also
emerged in journalism [Munoriyarwa, Chiumbu & Motsaathebe, 2023;
Noain-Sánchez, 2022; Peña-Fernández, Meso-Ayerdi, Larrondo-Ureta & Díaz-Noci,
2023]. Furthermore, Zerfass, Hagelstein and Tench [2020] show communication
professionals have a limited understanding of AI and lack individual competencies
of these technologies. Institutional pressures, from data privacy laws to ethical
norms, shape the use of analytics in digital communications, highlighting the
influence of coercive, normative, and mimetic forces in strategic communication
[Economou, Luck & Bartlett, 2023].
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Studies on human-machine communication and AI-mediated communication
reveal further insights into the evolving interactions between humans and AI
technologies that are relevant to science communication. Bergner, Hildebrand and
Häubl [2023] found that verbal embodiment properties in conversational AI
significantly shape consumer-brand relationships by influencing consumer
perceptions. A meta-analysis by Huang and Wang [2023] suggests that AI can be
more persuasive than humans, highlighting AI’s potential in influencing decisions.
Research by Mieczkowski and Hancock [2022] on the agency, expertise, and roles
of AI systems in communication indicates that perceptions of AI’s agency and
expertise significantly affect AI-mediated interactions. Wenker [2023] investigates
how AI-generated smart replies impact language and agency in the workplace,
indicating changes in communication dynamics. These examples indicate that the
nature of communication is evolving as AI systems are increasingly taking part in
decision-making and content creation.

Generative AI
in university
communication

Relevant concepts

The adoption and integration of generative AI within academic institutions,
particularly in the context of university communication, can be effectively analyzed
through the lens of established theories such as the Technology Acceptance Model
(TAM) and the Unified Theory of Acceptance and Use of Technology (UTAUT).
TAM, introduced by Davis [1986], focuses on perceived usefulness and ease of use
as primary factors driving technology acceptance. This model is instrumental in
understanding the motivations behind university communicators’ adoption of AI
tools, such as chatbots, by evaluating their functional benefits against user
demands for simplicity and efficiency. On the other hand, UTAUT, proposed by
Venkatesh, Morris, Davis and Davis [2003], expands this perspective by
incorporating performance expectancy, effort expectancy, social influence, and
facilitating conditions as determinants of technology use.

These theoretical frameworks together provide a comprehensive understanding of
the factors influencing the adoption of generative AI in university settings. For
example, TAM’s focus on perceived ease of use and usefulness is critical in
assessing whether AI tools meet the specific needs of university communication,
such as enhancing the quality and efficiency of creating and disseminating
information. Meanwhile, UTAUT’s inclusion of social influence and facilitating
conditions sheds light on the broader environmental and organizational support
necessary for the successful integration of AI technologies.

In a similar vein, Socio-Technical Systems theory (STS), recognizing the interplay
between technological innovations and organizational structures, regards
technologies as being shaped by and embedded within social contexts [Bijker,
Hughes & Pinch, 2012; Orlikowski, 1992]. This perspective is crucial for analyzing
the integration of generative AI tools like ChatGPT into existing university
practices, potentially catalyzing new forms of communication and organizational
dynamics [Leonardi, 2011]. The socio-technical perspective unfolds in three
primary directions: the social constructivist approach views technological and
scientific developments as shaped by social contexts; interpretative flexibility
allows for multiple meanings of technological artifacts based on their social
surroundings; and closure mechanisms establish a prevailing interpretation of
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technology, marginalizing alternative views to ensure social cohesion [Leonardi &
Barley, 2008; Pinch & Bijker, 1984].

In the context of this study, the implications of AI tools on university
communication encompass their influence on the social dynamics within academia
and university administration, the perception of their optimal applications, and the
evolving consensus regarding their intended purposes and utility. This exploration
offers insights into how generative AI reshapes communication strategies and
practices in higher education settings.

Research questions and assumptions

Applying these concepts collectively, it becomes evident that for generative AI
tools to be effectively incorporated into university communication strategies, they
must be perceived as useful and easy to use, supported by an organizational
environment that fosters technological innovation, and harmonized with the social
and organizational fabric of the institution. This requires a comprehensive
approach that considers not only the technological capabilities and operational
needs but also the socio-technical environment, ensuring that AI tools are
embedded in a manner that respects and enhances existing communication
practices and organizational dynamics.

Given the concepts discussed above and the insights from the literature review we
can derive specific research questions that guide the empirical examination of the
topic. This study started with the central question of what experiences university
press offices and communication departments have already had with novel
generative AI tools and what their expectations are for future developments.
We can now turn our attention to considerations of quality and efficiency,
organizational integration of generative AI tools, as well as limiting factors and
needs:

– RQ1: How do universities differ in their adoption of generative AI tools? Given the
differences in resources or that private universities have shown to be more
prone to digital modes of communication, one might assume that there are
distinct patterns across the university landscape.

– RQ2: What are the expectancies associated with generative AI? High performance
and reasonable effort (UTAUT) are assumed to be relevant factors for
adoption and potential use of these tools. Given the ethical concerns
discussed above, one might expect a number of barriers to meeting these
expectations.

– RQ3: What needs and features are currently driving the perceived usefulness of
AI tools? This question touches on the issues of perceived efficiency and
quality of communication (as discussed in TAM). This is reflected in the
needs and the important functions of the tools. One might assume that
efficiency gains dominate the expectations of the usefulness of generative AI
at this early stage of adoption.

– RQ4: How do universities deal with the development of generative AI? Building on
the socio-technical perspective one might expect that concerns, internal
debates, and strategies to play a role in the use and acceptance of new AI
tools.
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Methods and data The object of analysis is the press offices of universities as they are in charge of
implementing generative AI for university communication. Data is collected
through a survey among the communication heads at German universities. The
survey was conducted in May 2023 at an early stage after the introduction of the
aforementioned AI tools, and developments in this area are highly dynamic. The
study aims to provide an initial insights into the impact in the field of university
communication. At the same time, it seems advisable to repeat such surveys at a
later date to observe changes in the use and assessment of these tools over time.

Sampling and survey methods

The present study was conducted as a partially standardized online survey among
German universities, including universities of applied science (UAS), artistic
universities (AU) and cooperative state universities (“Duale Hochschule”, CSU).1

All German universities that are state or state-recognized, including private,
artistic, and theological universities, with a minimum of 200 students, were
included in the sample (n = 318). The contacts have always been the heads of press
offices and communications departments, as they are considered to be in the best
position to assess communication strategies and practices. They were selected as
the single respondent of each university. Contact data (names, email) were
obtained from the website hochschulkompass.de (as of May 2023) which lists all
universities in Germany along with key characteristics and contact data.2

Generative AI applications comprise various forms text, image, code, audio or
video creation [Gozalo-Brizuela & Garrido-Merchán, 2023]. Determining which
specific generative AI tools to include as examples was straightforward. For each
application, such as text or image generation, the most common tools as of May
2023 were researched using Google search. The examples were intended to
illustrate specific tools that the respondents might use or have heard of. Table 1
breaks down the functions and example tools.

The questionnaire (see appendix A) was programmed in LimeSurvey as a closed
online survey with a fixed respondent group. Before starting the survey, two
practitioners from different universities provided feedback for improvements of
the questionnaire. After initiating the survey, adjustments to the respondent group
were made due to occasional invalid email addresses or the respective person no
longer being employed at the university. The survey explicitly asked about the use,
expectations, and needs regarding generative AI tools. Only the question about use
of specific AI tools was mandatory, all others could be skipped during the survey
and no filters were applied. The questionnaire included several additional
questions on relevance, satisfaction, budget, specific functions, and challenges of
AI-supported tools. It also inquired about the role of tools like ChatGPT in internal
discussions at universities and how respondents assess the future development of
university communication through such tools. The survey commenced on May 8,
2023, and concluded on June 2, 2023. Universities were invited via email and

1Dataset, codebook and questionnaire available at: https://doi.org/10.5281/zenodo.10254904.
2See https://www.hochschulkompass.de/. The database did not contain any descriptive data

about the respondents other than the name of the head of department and the name of the
communications department. It was not considered necessary to ask respondents for their personal
details as they were asked to answer on behalf of the entire department.
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Table 1. Applications and example AI Tools in the Survey.

Application Example tools

Text creation without integrated web search ChatGPT / Jasper / others

Text creation with integrated web search Perplexity.ai / Google Bard / others

AI-supported analysis of documents ChatPDF / Microsoft Copilot / others

Generating new images Dall-E2 / Midjourney / Bing Image Creator / others

Automated creation of presentation slides Slides.ai / Decktopus / Beautiful.ai / others

Automatic transcription Otter.ai / Tucan / oTranscribe / others

Video creation Synthesia / Lumen5 / Veed.io / Elai / others

Creating designs, layouts, and mockups Designs.ai / Microsoft Designer / others

AI-supported translation and language
correction

DeepL / Grammarly / others

received two reminders during the survey period. Data analysis was performed
using the programming language R with the software RStudio.

Response rate and representativeness of the collected data

The total population for this survey consists of 318 universities, out of which 101
participated in the survey. This results in a response rate of 32%, a highly
satisfactory figure considering the generally high number of surveys directed at
universities. This response rate allows for comparisons among subgroups, such as
by type of university. However, the question of the representativeness of the
yielded sample remains to be addressed. To this end, the total population is
compared with the sample along three characteristics: the type of university, legal
status of the university, and the size of the university. These are fundamental
characteristics for classifying universities and, by extension, the higher education
landscape — a high congruence between both data sources can thus be taken as an
indicator of representativeness (see appendix A for a detailed breakdown).

Regarding the type of university, there is a relatively high level of
representativeness. Universities are slightly overrepresented compared to the total
population (38% to 34%), while UAS are slightly underrepresented (46% to 51%).
AU and CSU are well represented in the survey. The distribution of universities by
legal status indicates that public universities are slightly overrepresented in the
survey (79% to 71%), while private universities are underrepresented (13% to 22%).
Church-affiliated universities are almost evenly represented in the survey. Despite
minor deviations, the representativeness regarding governance can be considered
satisfactory. University size was also taken into account. Smaller universities with
up to 2,000 students are underrepresented in the survey compared to the total
population (29% to 37%), while those with 2,000 to 5,000 students (28% to 23%) and
10,000 to 20,000 students are overrepresented (17% to 11%). The groups of
universities with 5,000 to 10,000 (16%) and more than 20,000 students (11%) are
similarly represented in both the total population and the sample. It can be
concluded that the survey exhibits more than satisfactory representativeness
overall, though slight deviations are observed in the representation of different
types of universities, governance structures, and university sizes. These minor
deviations are unlikely to significantly impact the general conclusions of the study.
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Survey results Use of AI tools in university communication

In the first part of the questionnaire, respondents were asked about their concrete
experiences with generative AI tools. The focus was primarily on which tools are
already in use, for what purposes, and how satisfactory the results have been so far.

The first and central question of the survey was: “Which of these AI tools, which
mostly generate content based on simple text inputs (prompts), do you or your
department currently use for the communication and public relations work of your
university?”. This question directly relates to RQ1 (see above). There were five
response options, ranging from “I am not aware of any of these services”, “I have
heard of this service but have not yet used it” to “I have already tried it”, up to
regular use in three gradations (“at least once a month”, “once a week”, and
“daily”). The analysis of the use of AI tools in the communication and public
relations departments of universities shows a wide range of usage frequencies and
levels of awareness (see Table 2).

There is a broad base of experience with text creation tools like ChatGPT (40% had
tried it), but regular use is still limited (22%). With regard to other chatbots that
also have integrated web search (e.g. Bing Chat) or document uploads (e.g.
ChatPDF), awareness is high, but usage is low. Tools for the automated creation of
presentation slides are the least well known and no regular use was found.
AI-supported translation and language correction tools (e.g. DeepL, Grammarly)
show the highest frequency of use with 73% regular use. Other tools for
applications like image generation (e.g. Dall-E2, Midjourney), automatic

Table 2. Awareness and usage of generative AI tools.

Regular use

Application Not familiar
with any of

these

Heard of it
but not
used yet

We have
already
tried it

Used at
least once
a month

Used at
least once

a week

Used at
least once

daily

Total
regular

use

N

Translation and language
editing (e.g. Deepl)

9% 6% 12% 10% 37% 27% 73% 76

Text creation without web
seach (e.g. ChatGPT)

5% 34% 40% 7% 12% 2% 21% 73

Text creation with web
search (e.g. Perplexity)

30% 58% 7% 4% 1% 0% 5% 76

Image creation
(e.g. Midjourney)

36% 45% 17% 1% 1% 0% 2% 74

Audio transcription
(e.g. Otter.ai)

68% 20% 11% 1% 0% 0% 1% 73

Creating designs and
mockups (e.g. Designs.ai)

56% 36% 7% 1% 0% 0% 1% 71

Analysis of documents
(e.g. ChatPDF)

48% 49% 1% 0% 1% 0% 1% 82

Video creation
(e.g. Synthesia)

73% 24% 1% 1% 0% 0% 1% 83

Creation of presentation
slides (e.g. Slides.ai)

73% 22% 5% 0% 0% 0% 0% 75

Note: The respondents were shown the example tools for each function listed in Table 1 in the questionnaire, e.g. Text
creation without web search (“ChatGPT / Jasper / others”). Items in table are sorted by total regular use.
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transcription (e.g. Tucan, Otter.ai), video creation (e.g. Synthesia, Veed.io), creating
designs (e.g. Microsoft Designer) show marginal usage and mediocre awareness.

For subgroups, the results break down as follows (see appendix A for full table):
there were no significant differences for usage and awareness between types of
higher education institution (university, university of applied science (UAS),
artistic university) for text creation with ChatGPT et al. (Chi-square = 17.68,
d f = 15, p-value = 0.279).3 Regular use of ChatGPT ranged between 24%
(university) and 17% (artistic university). The patterns for other functions such as
translation were roughly similar too. However, a significant difference for text
creation tools was identified by legal status, i.e. public or private
(Chi-square = 21.54, d f = 10, p-value = 0.0176).4 Private universities showed a
much higher regular use of text creation chatbots (44%) compared to public
universities (20%). No significant difference for text creation tools could be
identified by university size (Chi-square = 21.56, d f = 20, p-value = 0.364).
However, large universities (20,000 students or more) reported the highest regular
use (36%) of ChatGPT et al. and translation tools (91%). Small universities (under
2,000 students) reported 16% regular use of text creation chatbots.

Specific use cases for AI tools

In an open text questions, survey participants were asked to identify the generative
AI-supported tools they find most relevant for their work and the specific
applications for these tools: for ChatGPT respondents mentioned: Preparation and
editing of social media posts (N = 7); Creation and editing of editorial texts,
including alternative phrasing suggestions, headlines, and framework
development (N = 6); Support in brainstorming, strategy, and concept
development (N = 2); Composition of texts for various occasions, such as
speeches, program notes for concerts, brochure texts, press releases, artist
biographies (N = 2). For DeepL it was: Translation of texts into English, including
emails, websites, social media posts, academic texts, texts for bilingual websites,
and quick translations (N = 16); Support and verification of translations, including
alternative phrasing suggestions (N = 3). For Dall-E2 and Midjourney generation of
appropriate images (N = 1) and of stock images (N = 2) was mentioned.

Some respondents indicated that they have not yet used any of the tools or are still
in the testing phase. Others also mentioned that there is currently a lack of
knowledge about these tools to use them adequately.

Satisfaction with the use of AI tools

The survey also aimed to assess satisfaction with AI tools among respondents
(relating to RQ2). When asked, “How satisfied are you with the results achieved by
your department through the use of AI tools in your public relations work?” the
responses (Table 3) indicated a range of satisfaction levels. Overall, 25% of
respondents reported being somewhat dissatisfied. Another 25% indicated they
were somewhat satisfied. A smaller group, 5%, expressed being very dissatisfied,

3Results for CSU cannot be presented due to the low N.
4Results for Church-affiliated universities cannot be presented due to the low N.
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Table 3. Satisfaction with the use of AI tools.

Mean SD Satisfied %∗ Valid N

Overall 3.0 0.943 29.7 64

Public universities 3.0 0.971 31.5 54

Private universities 2.8 0.707 12.5 8

Note: Results for Church-affiliated universities cannot be
presented due to the low N. Likert levels 1 (“very
dissatisfied”)–5 (“very satisfied”). ∗ “Satisfied” indicates
share of answers either “satisfied” or “very satisfied”.

Table 4. Important challenges or difficulties in using the tools.

Aspect % N

Data Privacy concerns 51.8 43

Ethical concerns 42.2 35

Difficulties in optimal utilization 36.1 30

Technical problems or errors 24.1 20

Lack of adaptability 20.5 17

Lack of training opportunities 20.5 17

Total N 83

Note: Multiple choices were possible.

while an equal percentage (5%) were very satisfied. Notably, 41% of respondents
had mixed feelings, indicating they were partly satisfied and partly dissatisfied.
Moreover, satisfaction is slightly lower for private universities, but not significantly
(Wilcoxon rank-sum test, p = 0.369). This is somewhat surprising as private
universities had shown a significantly higher usage of text creation AI tools.

These figures show that the majority of respondents have mixed feelings about
their satisfaction with AI tools (mean and median = 3, SD = 0.943), with only a
small number expressing high levels of either satisfaction or dissatisfaction.
Despite exploring various potential relationships, we did not identify any robust
connections between satisfaction level and the other questions of the survey.

Challenges and difficulties

The currently low usage of most of the AI tools discussed here could be related to
difficulties encountered in their utilization (see RQ2). Respondents were asked to
identify important challenges they faced when utilizing generative AI tools in their
public relations work (Table 4). 52% cited data protection concerns as the top issue,
followed by 42% reporting ethical concerns. Technical issues and difficulties in
optimal tool usage were noted by 24% and 36% respectively. Meanwhile, 20% of
respondents highlighted the lack of tool adaptability and insufficient training
opportunities, although these were less commonly reported issues. Significantly, a
majority of respondents did not mention any of these selected challenges,
underscoring a varied perception of difficulties in using AI tools.
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Table 5. Important functions of generative AI tools.

Aspect Mean SD Important % N

Automated text generation 2.5 1.33 13.9 64

Automated translations 3.2 1.65 40.6 74

Creation of personalized content 2.2 1.36 9.9 56

Creation of graphics and designs 2.4 1.25 9.9 59

Optimization of social media content 2.7 1.36 18.8 64

Revision and editing of texts 2.9 1.39 25.7 65

Note: Likert levels 1 (“not important at all”)–5 (“very important”). The
column “important” combines the answers “rather important” and
“very important”.

Important functions of AI tools

Respondents were asked to identify AI tool functions or features important or
appealing for their department’s work (Table 5). This relates to RQ3. Automated
translations emerged as the most valued feature, with a mean score of 3.2 and
40.6% of respondents considering it important, indicating a significant demand for
multilingual communication capabilities. Revision and editing of texts also scored
relatively high (mean = 2.9, SD = 1.4), deemed important by 25.7% of participants,
highlighting the emphasis on content quality. In contrast, the creation of
personalized content and graphics received lower importance scores (mean = 2.2
and 2.4, respectively), with less than 10% of respondents marking them as crucial.
Automated text generation and social media content optimization were considered
important by 13.9% and 18.8% of respondents, respectively, suggesting a moderate
interest in these functions.

Needs and goals of using AI tools

Additionally, respondents were queried about the specific needs and objectives (see
RQ3) their department aims to achieve in communication and public relations
efforts through the application of the aforementioned AI tools (Table 6). While
“increasing efficiency in communication” was important to 48.9%. “Improving
communication quality” was considered relevant by only 14.8%, and “expanding
the reach of communication” was significant for just 9.1%. Notably, 72.7%
identified “time saving in content creation” as a key benefit, marking it as the most
valued aspect of AI tool usage. In contrast, “personalization of communication”
was a priority for only 2.3%, indicating diverse perceptions of the value offered by
these tools.

Budget for AI tools

Some of the AI services offer paid subscriptions that provide extended functions or
enable more intensive use. In order to integrate the services into other programs or
scripts, an interface access (API) is usually required, which is billed according to
usage. In short, professional use of AI tools is usually associated with costs. Hence,
the questionnaire included a question on the available budget for AI tools (Table 7).
The majority, 44%, reported a modest monthly budget of up to 50 euros. A further
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Table 6. Needs and goals of using AI tools.

Aspect % N

Time saving in content creation 72.7 64

Improving efficiency in communication 48.9 43

Improving communication quality 14.8 13

Expanding reach of communication 9.1 8

Personalization of communication 2.3 2

Total N 88

Note: Multiple choices were possible.

Table 7. Budget for AI tools.

Budget % N

Up to 50 Euro 43.6 17

50 to 150 Euro 23.1 9

150 to 500 Euro 5.1 2

More than 1,000 Euro 2.6 1

Don’t know 25.6 10

Total N 39

23% had a budget ranging between 50 and 150 euros, while only 5% allocated
between 150 and 500 euros. Notably, no university reported a budget between 500
and 1,000 euros, and a mere 3% had a budget exceeding 1,000 euros. Additionally,
26% were unsure of their exact budget allocation. The findings, drawn from the
responses of about one-third of all participants (n = 39), suggest cautious
interpretation, as it is likely that universities not using AI tools may have skipped
this question.

Generative AI in internal university debates

To capture the broader perspective, the respondents were asked about the
significance of generative AI tools such as ChatGPT in their institution’s internal
discussions (Table 8), which relates to RQ4. Generative AI tools like ChatGPT are
discussed in over half of universities, primarily in committees and commissions
(51.8%), yet only 4.8% have established guidelines or regulations for their use,
highlighting a gap between discussion and policy implementation. While 26.5% of
universities have dedicated working groups or committees for generative AI, only
2.4% have strategic goals or initiatives in place, suggesting these tools are not yet a
strategic focus in most universities. Training programs for generative AI are rare
(15.7%), and for 30.1% of universities, these tools are not a central issue, reflecting
varied levels of prioritization and integration.

Outlook on the future of university communication

Finally, the respondents were asked to provide an outlook on the potential
transformation of higher education communication in Germany due to generative
AI tools such as ChatGPT, Bing Chat, etc., in the upcoming years. They were also
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Table 8. Generative AI tools in internal university debates.

Aspect % N

Discussions in committees/commissions 51.8 43

Generative AI tools not a central topic 30.1 25

Working groups/committees for generative AI 26.5 22

Training offerings for generative AI tools 15.7 13

Guidelines/regulations for usage in place 4.8 4

Strategic goals/initiatives for generative AI 2.4 2

Total N 83

Note: Multiple choices were possible.

requested to highlight any significant risks or opportunities they foresee. These
topics relate to RQ2, RQ3 and RQ4. Respondents foresee a range of changes,
opportunities, and challenges stemming from the adoption of AI tools in university
communications. They predict that these tools will lead to enhanced efficiency and
quicker processes (N = 9), with some tasks shifting towards theme selection
(N = 2) and a notable transformation in the way texts are created (N = 9). The
most significant opportunities highlighted include time and labor savings
(N = 12), alongside benefits such as boosted creativity (N = 2), improved text
quality, and superior translation capabilities (N = 3).

On the flip side, respondents also express concerns over potential risks associated
with AI reliance, such as errors and fake content (N = 10), persisting data
protection and copyright issues (N = 4), diminished reflective communication, job
losses (N = 4), and reduced personal interaction (N = 5). These insights
underscore the multifaceted impact AI tools are expected to have on the field of
university communications, reflecting a balanced view of their transformative
potential and the challenges they may bring.

Discussion The study provides a pioneering exploration of the use of generative AI tools in
university communication, supported by initial assumptions based on existing
research and conceptual considerations. The findings confirm the slow adoption of
new technologies in universities, likely due to technical difficulties, ethical, and
data protection concerns, especially in public institutions where legal compliance is
crucial. Private universities, however, have been quicker to integrate generative AI
tools like chatbots. Although AI translation programs like DeepL are widely used,
there is still a cautious approach to other AI applications. There are active internal
debates on generative AI, but few strategic guidelines or training in place yet and
budgets for AI tools are still very small.

Reflecting on the first question related to university differences in AI tool adoption (see
RQ1), a broad variance in patterns emerged. Although higher AI adoption rates
specifically for text creation (ChatGPT) in private universities are noted, paralleling
previous findings about social media use and diversity of media types [Lovari &
Giglietto, 2012; Peruta & Shields, 2017], it is crucial to consider that this observation
does not present a universal narrative. For example, no significant variance in AI
tool usage across higher education institutions of different types and sizes was
discerned. Moving onto the second question on expectancies associated with
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generative AI (RQ2), the reported progress shows two facets. The use of generative
AI tools has yielded satisfactory performance, particularly in areas where
time-saving attributes are pivotal. Concurrently, it is wedged with practical
impediments such as facts-from-fiction discernment and data protection concerns
that resonate with other studies [Rawte et al., 2023; Zhang et al., 2023; Ninaus &
Sailer, 2022; Zawacki-Richter et al., 2019; Arthur et al., 2023], underscoring the urge
for robust verification mechanisms and profound understanding. Coming to the
third question regarding the driving needs and features of AI tools that drive usefulness
(RQ3), respondents widely acknowledged these tools’ power in automating tasks
and amplifying efficiency. This reconfirms the benefits of efficiency observed in
earlier works [Matz et al., 2023; Parycek et al., 2023]. However, personalized
communication and quality improvement, which are sizable needs, are not quite
comprehensively seen as important features of generative AI tools at present, thus
signalling an underexplored possibility. Addressing the fourth question on how
universities deal with the developments (RQ4), the research partially supports the
assumed relationship between perceived usefulness, AI tool adoption, and
continued usage. The impact of ethical considerations and concerns regarding job
displacement are undeniable and line up with previous literature [Azaria et al.,
2023; Fecher et al., 2023; Dutta, 2018; Ray, 2023; Munoriyarwa et al., 2023;
Noain-Sánchez, 2022; Peña-Fernández et al., 2023]. But the gap in organizational
support marks a pressing issue to address. These combined aspects indicate the
relevance of an ongoing internal discourse, driving the necessity for actionable,
robust ethical guidelines.

The findings also demonstrate the usefulness of TAM, UTAUT, and STS as concepts
for analyzing AI adoption in university communication. For example, the use of
TAM and UTAUT has provided insights into how social influences and perceived
ease of use promote rapid integration in private universities and how efficiency
considerations dominate use. Simultaneously, STS has helped explain the slower
adoption in public universities, where AI integration is heavily influenced by
institutional structures and widespread legal and ethical considerations. More
generally, these concepts together are valuable for exploring the different dynamics
of AI tool adoption in universities, driven by organizational, legal, and social
factors.

This study has some limitations that are worth mentioning. First, the survey was
conducted at an early stage of generative AI and the situation is adapting quickly,
as ever more new AI functions and tools are introduced. Second, the leading
executives of university press offices were invited to participate, not all staff
member of the departments. Hence, clandestine or informal, experimental usage
by some employees is not accounted for. Finally, the measurement items were
developed pragmatically as there were no consolidated measurement frameworks
available for this purpose. One can assume that further research will identify some
common measures that will facilitate cross-national research on this topic.

Conclusions This study provides initial insights into the current situation surrounding AI in
university communication in 2023, laying groundwork for further research. The
empirical findings from a survey of 318 German universities initially appear
sobering: AI-supported translations and language corrections like DeepL are the
only widely established AI tools. ChatGPT and other chatbots are regularly used by
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about one fifth of universities, with other specialized applications being rare. The
primary reason seems to be the recent market introduction of these technologies,
coupled with ethical, legal, and data protection concerns in public institutions like
universities. Despite this, internal discussions are underway, and critical questions
about authorship and plagiarism in scientific journals and publishers are also being
raised elsewhere in the academic system. There is clearly room for expanding
practical knowledge and training about AI, indicating a need for more
comprehensive training programs and guidance for university communication.

The results thus imply a need for a “strategic alignment” [Volk & Zerfass, 2020] of
university communication within the field given the low adoption rates,
uncertainties and ongoing challenges associated with generative AI tools. Thus,
communications departments should closely monitor scholarly debates and
emerging practices at other universities regarding generative AI (e.g. data
protection or specific use cases). However, university communications must still
comply with the institution’s overarching AI policies, which presents a potential
dilemma when communicators try to adapt to recommendations from the field that
are more permissive (or restrictive) than internal guidelines. At societal level, the
challenges of verifying AI-generated content and ethical concerns affect public
trust in academic institutions and need to be addressed responsibly. Furthermore,
Jarzabkowski and Kaplan [2015] remind us that strategy serves as a guide through
complexity rather than a fixed route, suggesting that universities should develop
adaptive policies that observe and manage politicized issues in AI adoption.
Navigating the future of university communication in the AI era requires a
compass, not a map.
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Appendix A.
Supplementary
tables

Table 9. Survey questionnaire. Translated from German original.

Question Type Answer options

Features of the Higher Education Institution

What type of higher education institution is yours?
Please select the answer that best fits.

Single
Choice

University; University of Applied Sciences
/ HAW; Art College; Cooperative State
University

Under what type of ownership is your institution? Single
Choice

Public law; Private, state-recognized;
Church-affiliated, state-recognized

How many students are currently enrolled at your
institution?

Single
Choice

Up to 2,000 students; 2,000 to 5,000 students;
5,000 to 10,000 students; 10,000 to 20,000
students; More than 20,000 students

What is the main academic focus of your institution,
based on the number of students? Please select the
answer that best fits.

Single
Choice

Engineering and Sciences; Humanities and
Social Sciences; Other focus; Aproximately
equal in size

Experience with Generative AI Tools in Higher Education Communication

Which of these AI-powered tools, mostly based on
simple text inputs (prompts) to generate content, are
you or your department already using for the
communication and public relations work of your
institution?
ChatGPT / Jasper / others (Text creation without
integrated web search); Perplexity.ai / Google Bard /
others (Text creation with integrated web search);
ChatPDF / Microsoft Copilot / Others (AI-supported
evaluation of documents); Dall-E2 / Midjourney / Bing
Image Creator / others (Generating new images);
Slides.ai / Decktopus / Beautiful.ai / others
(Automated creation of presentation slides); Otter.ai /
Tucan / oTranscribe / Fireflies / others (Automatic
transcription); Synthesia / Lumen5 / Veed.io / Elai /
others (Video creation); Designs.ai / Microsoft Designer
/others (Creating designs, layouts, and mockups);
DeepL / Grammarly / others (AI-supported translation
and language correction)

MC Used at least once daily; Used at least once a
week; Used at least once a month; Have
tried it; Heard of it, but haven’t used it; I am
not familiar with any of these services

Please list the generative AI-powered tools that you
find particularly relevant for your work. You may also
include tools not previously mentioned. Ideally, list
them one after another in the form: Name of the tool:
central function for your work

Open Example answer: Jenni.ai: writing editorial
texts with scientific references ChatGPT:
preparing social media posts, editorial
processing of texts Midjourney: generating
stock images

What needs and goals do you or your department
pursue in communication and public relations work
when using the mentioned AI tools? Please select all
answers that are important or very important to you.

MC Increasing efficiency in communication;
Improving communication quality;
Expanding communication reach; Saving
time in content creation; Personalizing
communication; Other:

How satisfied are you with the results you or your
department have achieved through the use of AI tools
in your public relations work?

Likert 1 (very dissatisfied)–5 (very satisfied)

What is the approximate monthly budget of your
department for using the above-mentioned services
(subscriptions, licenses, API fees)? Please select the
answer that best fits.

Single
Choice

up to 50 euros; 50 to 150 euros; 150 to 500
euros; 500 to 1000 euros; More than 1,000
euros; I do not know

Expectations and Risk Assessments

Which specific functions or features of the AI tools are
particularly important or attractive for your work or
that of your department in public relations? (1 not
important at all–5 very important)

Likert Automated text creation; Automated
translations; Creation of personalized
content; Creation of graphics and designs;
Optimization of social media content;
Revision and proofreading of texts

What challenges or difficulties have you or your
department encountered in using generative AI tools in
public relations work? Select the answers that you
consider important or very important with regard to
the question.

MC Technical problems or errors; Difficulties in
optimal use of the tools; Lack of
personalization or adaptability; Data
protection concerns; Ethical concerns; Lack
of further training opportunities; Other:

Continued on the next page.
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Table 9. Continued from the previous page.

Question Type Answer options

To what extent has the use of AI tools changed your
communication strategy or practices, and what impact
does this have on your daily work or that of your
department? Select the options with which you tend to
agree or fully agree.

MC Significant improvement in efficiency;
Increased adaptability to different
communication channels; Changed roles
and responsibilities within the team;
Increased focus on data-driven
decision-making; Greater need for technical
expertise and further training;
No significant changes; Other:

What role do generative AI tools like ChatGPT play in
the internal discussions of your institution? Select the
answer options that best fit.

MC There are regular discussions in committees
and commissions about such AI tools; There
are already formal guidelines or regulations
for the use of generative AI tools; Working
groups or committees have been established
to deal with generative AI tools; Our
institution has defined strategic goals or
initiatives in relation to generative AI tools;
There are training offers or further
education measures for employees and/or
students on generative AI tools; Generative
AI tools like ChatGPT are not yet a central
topic in our institution.

Could you please finally give us a brief assessment:
to what extent do you believe that work in higher
education communication in Germany will change in
the coming years through generative AI-powered tools
like ChatGPT, Bing Chat, etc.? What risks or
opportunities do you see as particularly high?

Open

Table 10. Distributions of base population and sample.

Characteristic Item Base % Sample % Sample N

Type of University University 34.0 37.6 38

UAS 50.6 45.5 46

Artistic 14.2 14.9 15

State Corporate 1.3 2.0 2

Legal Status Public 71.4 79.2 80

Private 22.0 12.9 13

Church-affiliated 6.6 7.9 8

Size Up to 2,000 Students 36.6 28.7 29

2,000 to 5,000 Students 23.0 27.7 28

5,000 to 10,000 Students 17.1 15.8 16

10,000 to 20,000 Students 10.9 16.8 11
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Table 11. Awareness and usage of AI tools for sub-groups.

G
ro

up Function Not familiar
with any of
these tools

Heard of it
but not used

yet

We have
already
tried it

Used at
least once a

month

Used at
least once a

week

Used at
least once

daily

N

University type
U

ni
ve

rs
it

y
Analysis of
documents

45% 52% 3% 0% 0% 0% 31

Audio transcription 63% 17% 17% 3% 0% 0% 30

Creating designs and
mockups

63% 27% 7% 3% 0% 0% 30

Creation of
presentation slides

59% 34% 7% 0% 0% 0% 29

Image creation 26% 48% 23% 3% 0% 0% 31

Text creation with web
search

29% 52% 10% 10% 0% 0% 31

Text creation without
web search

9% 29% 38% 12% 12% 0% 34

Translation and
language editing

6% 6% 3% 15% 44% 26% 34

Video creation 63% 33% 4% 0% 0% 0% 27

U
A

S

Analysis of
documents

50% 50% 0% 0% 0% 30

Audio transcription 70% 24% 6% 0% 0% 0% 33

Creating designs and
mockups

55% 42% 3% 0% 0% 0% 31

Creation of
presentation slides

79% 18% 3% 0% 0% 0% 33

Image creation 41% 41% 15% 0% 3% 0% 34

Text creation with web
search

27% 67% 6% 0% 0% 0% 33

Text creation without
web search

3% 31% 47% 6% 11% 3% 36

Translation and
language editing

9% 6% 26% 9% 31% 20% 35

Video creation 79% 18% 0% 3% 0% 0% 33

A
rt

is
ti

c

Analysis of
documents

55% 36% 0% 0% 9% 0% 11

Audio transcription 82% 9% 9% 0% 0% 0% 11

Creating designs and
mockups

45% 36% 18% 0% 0% 0% 11

Creation of
presentation slides

91% 0% 9% 0% 0% 0% 11

Image creation 40% 50% 10% 0% 0% 0% 10

Text creation with web
search

45% 45% 0% 0% 9% 0% 11

Text creation without
web search

0% 58% 25% 0% 8% 8% 12

Translation and
language editing

17% 0% 0% 0% 33% 50% 12

Video creation 80% 20% 0% 0% 0% 0% 10

Continued on the next page.
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G
ro

up Function Not familiar
with any of
these tools

Heard of it
but not used

yet

We have
already
tried it

Used at
least once a

month

Used at
least once a

week

Used at
least once

daily

N

Legal status

Pu
bl

ic

Analysis of
documents

47% 50% 2% 0% 2% 0% 58

Audio transcription 67% 22% 10% 2% 0% 0% 60

Creating designs and
mockups

53% 36% 9% 2% 0% 0% 58

Creation of
presentation slides

71% 25% 3% 0% 0% 0% 59

Image creation 33% 48% 15% 2% 2% 0% 60

Text creation with web
search

31% 56% 7% 5% 2% 0% 61

Text creation without
web search

1% 36% 42% 7% 10% 3% 67

Translation and
language editing

4% 6% 13% 9% 39% 28% 67

Video creation 72% 26% 2% 0% 0% 0% 58

Pr
iv

at
e

Analysis of
documents

33% 67% 0% 0% 0% 0% 9

Audio transcription 56% 22% 22% 0% 0% 0% 9

Creating designs and
mockups

56% 44% 0% 0% 0% 0% 9

Creation of
presentation slides

67% 11% 22% 0% 0% 0% 9

Image creation 33% 33% 33% 0% 0% 0% 9

Text creation with web
search

22% 67% 11% 0% 0% 0% 9

Text creation without
web search

11% 0% 44% 11% 33% 0% 9

Translation and
language editing

11% 11% 0% 11% 33% 33% 9

Video creation 57% 29% 0% 14% 0% 0% 7

Size

U
p

to
2,

00
0

St
ud

en
ts

Analysis of
documents

61% 35% 0% 0% 4% 0% 23

Audio transcription 83% 9% 9% 0% 0% 0% 23

Creating designs and
mockups

64% 27% 9% 0% 0% 0% 22

Creation of
presentation slides

87% 4% 9% 0% 0% 0% 23

Image creation 48% 39% 13% 0% 0% 0% 23

Text creation with web
search

39% 52% 4% 0% 4% 0% 23

Text creation without
web search

12% 48% 24% 0% 12% 4% 25

Translation and
language editing

21% 4% 4% 4% 29% 38% 24

Video creation 81% 19% 0% 0% 0% 0% 21

Continued on the next page.
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G
ro

up Function Not familiar
with any of
these tools

Heard of it
but not used

yet

We have
already
tried it

Used at
least once a

month

Used at
least once a

week

Used at
least once

daily

N

2,
00

0
to

5,
00

0
St

ud
en

ts

Analysis of
documents

21% 79% 0% 0% 0% 0% 19

Audio transcription 74% 16% 11% 0% 0% 0% 19

Creating designs and
mockups

50% 44% 6% 0% 0% 0% 18

Creation of
presentation slides

63% 32% 5% 0% 0% 0% 19

Image creation 21% 53% 21% 0% 5% 0% 19

Text creation with web
search

20% 65% 10% 5% 0% 0% 20

Text creation without
web search

0% 30% 50% 5% 10% 5% 20

Translation and
language editing

5% 0% 15% 20% 35% 25% 20

Video creation 67% 28% 0% 6% 0% 0% 18

5,
00

0
to

10
,0

00
St

ud
en

ts

Analysis of
documents

50% 50% 0% 0% 0% 0% 12

Audio transcription 46% 46% 8% 0% 0% 0% 13

Creating designs and
mockups

54% 46% 0% 0% 0% 0% 13

Creation of
presentation slides

77% 23% 0% 0% 0% 0% 13

Image creation 46% 54% 0% 0% 0% 0% 13

Text creation with web
search

23% 69% 8% 0% 0% 0% 13

Text creation without
web search

7% 20% 47% 7% 20% 0% 15

Translation and
language editing

7% 13% 33% 0% 27% 20% 15

Video creation 77% 15% 8% 0% 0% 0% 13

10
,0

00
to

20
,0

00
St

ud
en

ts

Analysis of
documents

80% 10% 10% 0% 0% 0% 10

Audio transcription 75% 8% 8% 8% 0% 0% 12

Creating designs and
mockups

58% 33% 0% 8% 0% 0% 12

Creation of
presentation slides

73% 18% 9% 0% 0% 0% 11

Image creation 42% 33% 25% 0% 0% 0% 12

Text creation with web
search

36% 55% 9% 0% 0% 0% 11

Text creation without
web search

0% 42% 42% 8% 8% 0% 12

Translation and
language editing

0% 8% 8% 17% 42% 25% 12

Video creation 82% 18% 0% 0% 0% 0% 11
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these tools

Heard of it
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We have
already
tried it

Used at
least once a
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Used at
least once a

week

Used at
least once
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Analysis of
documents

33% 67% 0% 0% 0% 0% 9

Audio transcription 38% 38% 25% 0% 0% 0% 8

Creating designs and
mockups

50% 25% 25% 0% 0% 0% 8

Creation of
presentation slides

50% 50% 0% 0% 0% 0% 8

Image creation 11% 44% 33% 11% 0% 0% 9

Text creation with web
search

33% 44% 0% 22% 0% 0% 9

Text creation without
web search

0% 18% 45% 27% 9% 0% 11

Translation and
language editing

0% 9% 0% 9% 64% 18% 11

Video creation 50% 50% 0% 0% 0% 0% 8
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